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Abstract

The manufacturing of integrated circuits is noeaf@ct fault-free process. The constant
downscaling of integrated circuits requiring highecuracy each generation also allows the
designer to fit more transistors in the same dsan a manufacturing point of view, this
downscaling introduces additional possible souotesror, which forces a constant struggle
to keep the yield or ratio of successfully manuifeet! chips high enough to be profitable. The
manufacturing success ratio,yoeld, is a major component of what determines the an
material cost it takes to manufacture an integratexit.

To increase yield a common approach is to add wathtror spare parts to the system
requiring only enough of them to work.

Redundancy has long been a common concept in mesn&or random logic blocks, the
overhead cost has been too large to be reasomaliléor multi core systems, with several
instances of the same logic block, the situaticstasting to resemble the case of a memory.

The manufacturing yield can be predicted by staistnodels. Such models may consist of
analytical expressions based on very low levelrmfttion such as the exact layout features of
every transistor and wire of the entire chip. Hoerethe addition of a spare core for a multi
core cluster is an architectural decision thattbdse made in the early stages of the design
where low level details are not readily available.

The modeling approach taken in this project useslaction of simplified models previously
used for yield calculations for memories. The madsllts in estimates of the yield before

and after the addition of redundant cores. Thetippuameters to the model are based on gate
counts and global routing estimates of an earlgrffdan together with information about the
manufacturing process in the form a fault density.

When sources of defects are found and suppressegieid ramps up. The yield model
presented here also shows the effect the redundeascgn the yield ramp, pushing it towards
an earlier volume production date, potentially éasing the product time to market.
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Abbreviations

ASIC Application Specific Integrated Circuit
BIST Built-In Self Test

CMP Chemical Mechanical Polishing

DFM Design for Manufacturability

DFY Design for Yield

DSP Digital Signal Processor

GCPW Good Chips per Wafer
GDPW Good Dice per Wafer

IC Integrated Circuit

IRR Internal Rate of Return
NoC Network on Chip

NPV Net Present Value

SPC Statistical Process Control
SoC System on Chip

STA Static Timing Analysis

SSTA Statistical Static Timing Analysis



(L0516 O 1 [0 ] T
I = Yo (T 20 U] o 6
I U =] =T 3 7
1.3 GOALS AND SUBTASKS iuuiittituiittitet ettt ettt tan et tsseeatssa e stssaesaeetassstesaestarssnesssssaesssesrasraassseees 8

2 PROBLEM DESCRIPTION — PRODUCTIVITY oottt ettt e e s e e et e s e e eaaas 9

3 POTENTIAL NUMBER OF CHIPS PER WAFER .. .ottt 11

4 YIELD PREDICTION MODEL ....ceeiiiiieeee ettt et e e e e e e e e e e et e e e ea e e ean e e eanns 13
2 Y NN Y o]l o 13
4.2 DEFECT LIMITED YIELD MODELING ...uietuuiitueeetneeetaeseteesateeeaae et s sesaneseansesssnsesaaeesanessnnsestneeesnnnees 14

4.2.1 Thefirst part: statistical distribution fFUNCHON ... 14

4.2.2 The second part: the average number of fauUltS..........ooooiiiieieiee e 16

E R N O ) (o= | I == TR 17

B T <ot e U= 1 U S 19

4.2.5 Combining critical area and Defect denSity.........cooooiiiieiiiereee e 21
4.3 PARAMETRIC YIELD LOSS — STATIC POWER AND FREQUENCY ....cvuiiitiiiiieieteeeeteeerneeseneeesnnsessnneesanns 23
i Y o 41 =11 o N 25

5 YIELD ENHANCEMENT TECHNIQUES ......ooi e e e e e e e e eaaans 27

LT A = 10N Y T 2 27
5.1.1 ReAUNTANCY IN MEMOITES ... ettt ettt see st et e eeseeseesaesbesseeaeaneeseebeseesaesaeeneeneeneeneas 29
5.2 WIRE SPREADING AND DUMMY FILLING ..tutttuniteteeeeteeeaeeeeieeeeaaeessaeesesasessanssssnsessnssssnssssneersnsesrsnsesesd Q3
LA R = o == o [ o USRS 30
LA B 01401001 11 T T OSSR 30
6 THE PROPOSED YIELD MODELING APPROACH ..o ee e 31
6.1STEP | —BREAKING DOWN A SYSTEM INTO BLOCKS .uuiiuuiitiitietieitieiteestestesnessnessnsssnessnsetnessneesessenes 31
6.2STEP || —SCALING THE BLOCKS WITH CONTENT  1uuitutittietnitttteeneetntteneesnessneesneesssssnesssesneesssssssesnessnsesns 33
B.3STEP Il — GLOBAL ROUTING ...vttiitittiitiett ittt et eetnestaeesnestasesasssestassaessssasstesaessnsssseesnssressansetnerans 34
6.4STEP IV —PUTTING IT ALL TOGETHER . .ituuittiitiiet et ieet ettt eetn st eeanes st asaasstestassassteanessssesnessnsssnaes 36
7 APPLICATION OF THE MODEL ON AN EXAMPLE SYSTEM AND RESULT ANALYSIS .............. 38
N N = Y =T S 2o 1 = 38
7.2 RESULT AND ANALYSIS otuiiiitniiiiteieteeeeteeeae e st e e e et e e eaatesaaeeeaa e e aan e st eeeta e eatnsestaseranseransseaneerennns 40
8 DISCUSSION AND RELATED TOPICS ..ot et e et e e e e e e eeeaaas 34
8.1 YIELD LEARNING /RAMP UP ....ciiiitieeeietie e e e ettt e s ee s aatesee s et s e e s eetaa s e s e eetaa e s e e s aabasesseabanseesesnbanaeseesanns 43
8.2 MODELING YIELD LEARNING ..uuutttittniitneitettsttettesstsssesasssssanstasan et st sasetseassssestessnssssnsesnsssnrees 45
LS O T2y YL@ = T 46
10 CONCLUSIONS/SUMMARY ..ottt ettt ettt e et e e e e st e e et et et eseaa e e eaa e s s st s e ean s essaasasansananaes 47



1 Introduction

1.1 Background
Application specific integrated circuits (ASIC) st of nanometer-sized components which
are intuitively very difficult to manufacture.

The ratio of the number of circuit chips that pmspost manufacturing tests over the total
amount of manufactured chips is what is referreaistmanufacturing yield.
chipsmanufactuedsuccessfly

yield = , .
chipsmanufactuedin total

(1)

Yield is a major component in calculating ASIC miawiuring cost. Yield prediction is
therefore an important issue. The standard methoabdel yield is by attempting to separate
mechanisms contributing to yield loss. Manufactwbips are either discarded because they
fail the functional tests or the non-functionalt$sesuch as speed and power tests.

The most common source of failure in the functideats is random defects, caused by
particles interfering with the manufacturing progezl The discarded chips are said to be in a
category usually referred to as defect limiteddji@rr simplydefect yield loss.

The most common source of failure in the non-fuoral tests is the limited accuracy in the
manufacturing procedure, which causes parametetioars in different layers of the design.
These chips are categorized unprametric yield loss, but are usually divided further into
process systematic yield loss anddesign systematic yield loss. The former is caused by for
example lithography misalignment, or uneven manufamy steps. The magnitude of the
process systematic yield loss is reduced as thelf@aetaring process matures over time.

Design systematic yield loss causes chip desigadaliow the specified design rules still to
be difficult to manufacture. This yield loss categis expected to dominate in the lower
nanometer era [1], but little documentation regagdhis subject has been found.

The effects of both defects and parametric yietd lare increasing with the constant
downscaling of feature sizes. At each new technotagle, small defects previously
considered harmless are becoming a threat, antbpsty acceptable accuracy for varying
performance is no longer enough. The manufactyingess therefore has to continuously
improve to keep yield at a reasonable level.

Another way of trying to improve yield is to desigrore robust systems, less susceptible to
defects and parametric variations. The enginedi@hds striving to suppress yield loss from a
design point of view are referred to as DesignManufacturability (DFM) or Design for

Yield (DFY).
Yield Loss
Mechanisms

non-functional faults functional faults
(parametric variations) (Defects)
power
(leakage)

Figure 1: Conceptual illustration of the characterization
of yield loss mechanisms




1.2 Purpose

The purpose of this project is to examine the fagyi of improving ASIC manufacturing
cost from a design perspective, assuming minimuwgiglm into a specific manufacturing
process implementation.

Currently, for a chip to pass the post fabricatests, all circuit blocks needs to be
functionally correct and remain so at least abavieetow some limit in both timing and
power analysis.

Recent trends, however, show chip performancergg#iirough the use of multiple
functionally identical logic units working in patal. This trend may allow a reduction in the
manufacturing test acceptance level by introduoaayndant copies of system components.
The redundant copies may replace faulty origireaisl thereby increase the probability that
the manufactured chip fulfils the system requiretselfi the yield can be modeled and
predicted, then it will be possible to derive thenber of redundant units required to reach
the desired yield target.

The added redundant units will, however, increhsearea needed per chip. This in turn
might increase the raw yield loss as well as irsedghe overall fabrication cost for the chip
design.

In summary, both low yield and a large chip ardacfthe ASIC fabrication cost in a
negative way. Tradeoffs between the two will haved examined. Is it possible to find a
sweet spot where the overall cost is at a minimum?



1.3 Goals and subtasks
1. Develop a yield model:
To be able to examine the effects of redundandpetyield of a system on chip (SoC)

design, a model estimating the yield has to beldeed first. Subjects and tasks that need to
be examined are the following:

« What are the main contributions to yield loss?

* What statistical theories are needed to model iffereint yield loss mechanisms
behavior?

* How early in the design can the yield model be @gedn the model provide
useful results with only a netlist of standard €2l

» Can the model details be hidden from a user aglaeniabstraction layer? An
example could be to estimate the effects of routimg given net list, before a
particular routing tool has been used.

2. Expand the yield model to account for redundancy.

Assuming the yield model developed is accuratedygljmting the ratio of chips per wafer that
have been manufactured with all components funatjdrow can the model be expanded to
account for having only a sufficient number of arstes of functional subsystems pass the
test, instead of all of the instances passingab&tAn example would be if a chip has 2 MB
of memory, but only 1 MB have to be functionallyrrext to fulfill the system specification.

3. Improving yield through redundancy on block level.

Apply the yield model to a case study to evaluaterall trends of redundancy added to a
system.

4. Find a way to express the optimal amount of rednng.

Increasing the chip area of a design reduces thmauof chips per wafer, thus decreasing
the parallelism in the manufacturing steps, anhéend increasing the cost per unit.

Increasing the yield of a design increases the dtuseful dice per wafer, so in the end
reduces the cost per unit.

When does it pay off using redundancy and to wkierd?

The procedure for testing chips with redundancyhmigcrease in difficulty or time spent. At
least an additional configuration step should geeied to determine which sub-components
should be used to represent logical topology oftfstem.



2 Problem description — Productivity

The main underlying goal of the project is to exaenpossibilities to increase the potential
profit for a System on Chip (SoC) based productnieariables affect the profit of a

product, for example time to market, gross marging labor and material cost. The efficiency
of the silicon foundry is hard to influence, andtreport will focus on reducing the
manufacturing cost per chip from the ASIC designeoint of view. But what knobs can be
turned to reducing the overall cost?

It is well known that many manufacturers set agpon a chip design based on its size: the
larger the design, the higher the price [2]. Traeetwo main reasons behind this.

First, the integrated circuits are produced notlop®ne, but instead several chips are
fabricated in parallel on a thin circular silicomafer to increase the throughput. The
manufacturers can only fit a certain number of slap the wafer at one time, so the larger the
chip design is, the fewer copies can fit on theanaind so fewer copies can be manufactured
simultaneously. The price is affected since the Imemof wafers required to produce a certain
number of units increases as well as the time requo produce them.

Example 1.

Assume an ASIC-design company which has two chgigils O and B and wants
to produce 1000 of each product at a manufactuitbram advertised 100 % yield.
D, is twice the size of chip design.D

If 100 instances of Dfit per wafer, then 10 wafers are needed to réfaellesired
volume.

If the number of chips that fit on a wafer is asedno decrease proportionally as a
linear function of growing chip size, then Bhould be able to fit 200 chips on a
wafer and so only 5 wafers are needed to reactigbieed volume of 1000 units.

If the manufacturing company sets the price peewtfen it will cost less to
produce 1000 units of design Ehan D).

The example above shown above is a great simglditand a more accurate relation
between chip size and the number of chips thaifih wafer will be examined in more detail
in section 3.

The second reason that price increases with arlarga is that the many manufacturing
process steps are not perfect, and typically seebias per wafer are not successfully
manufactured. The results of the successfully nastufed chips over the total number of
chips attempted can be monitored and translatedaiptrobability. The probability that a
circuit element is manufactured correctly is comipaoaferred to as thempirical yield
model of that circuit element.

The manufacturer assumes a certain worst casataensity. For a fixed circuit density, the
larger a chip area is, the more circuit elementsmially fits into the area, and must be
manufactured correctly for the chip to pass theftional post-fabrication tests.

Commonly, the yield for a chip witN circuit elements is modeled as the product ofytbkl

for each individual circuit element. The chip yietda probability function and thereby also
defined to be between zero and unity, so the yredotonically decreases as the number of
required circuit elements per chip increase (seeme5.1). The chip yield thereby limits the
number of chips that will be manufactured in paall



Example 2.

Assume the company has developed two additionplddsigns Band D, of equal
area. Again 1000 units should be produced. The faaturer this time has a yield
model predicting Bto have a chip yield 20% and, With a chip yield of 40%.
Looking at the definition of yield once more angutting the desired target of 1000
units to be manufactured successfully and the yeddlictions to estimate the
number of chips that need to be produced and thierisb see how much time and
material would be spent.

manufactuedsuccessfuy
manufactuedvolume
{ manufactuedsuccessfly = desiredtarget =
desiredtarget
yield

Then D requires 5000 chips on average to be manufactoredmpensate for the
yield loss while [ requires 2500 to reach 1000 functional units.

yield =

manufactued volume=

A wafer can therefore be seen as both as a matesahand a time cost. A difference between
how chip yield and chip size affect the number@bdchips per wafer is that after
manufacturing the chips have to be tested thorqudlthle size of a chip does not affect the
number of chips that go through the testing stagd,thereby indirectly does not increase the
time spent on testing. But for a lower yield, themiber of chips that will go through the test
stage to reach target number of units increasedgsting stage is where the defective chips
are detected.

The discussion above motivates an ASIC designsiritce for a small chip area to minimize
manufacturing cost. This report will examine mooenplex statistical expression for
determining yield in the next few sections, andvsltiitat a low yield is not always the result
of a large total chip area.

More generally, the productivity problem could lescribed as maximizing the number of
sellable chips per wafer [3,33].

In the formula below, the yield factor does notluge the packaging process, when relatively
small chip input and output pins are connecteth¢darger pins used to connect the chip to
the outside world. This processing step can alssaibto have a separate yield factor of its
own, yet the chip designer has very little influermn the success rate. The packaging yield
will not be covered in this report.

To sum up what has been covered above:
numberof goodchipsper wafer = chipyield [ potentialchipsper wafer (2)

Yield determines the probability of manufacturinggaod” chip.
Chip area determines the number of “potential chgrswafer”.

The number of chips that fits on a wafer is a deieistic function of the chip area and will
be covered in the following section.
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3 Potential number of chips per wafer

The first part of the productivity formula shownsaction 2 deals with answering the
guestion: How many chips fit on a wafer?

The basic intuitive formula for estimating the nuenbf chips, with ared, that fits on a
wafer is the ratio of the wafer’s circular area &mel chip’s rectangular area:

TRezﬁ _usablecircular waferarea
. (3)
A rectanguladiearea

whereRg¢ represents the effective wafer radius which istdii@ wafer radius with the outer
edge of the wafer subtracted because it is knovinate higher sensitivity to failure

Ryt =Rt = Rege (4)
The chip ared is formed by (chip width 8)-(chip height 4s) where the s variable is
determined by the precision of the separation @m®odicing the wafer into individual chips.

numberof chipsper waferestimate=

de Vries has observed [4] many similar attempisiarove the above estimate and has
categorized approaches as improving accuracy dfthengh multiplying by a correction
factor or through subtracting a correction term.

Some formulas take aspect ratio of the chip areadonsideration, and some do not,
depending when the estimate is intended to be used.

max{width, height} 5
min{width, height} (5)

Earlier in the product development stage only ajhoesstimate of the chip area might be
achievable. Examples of estimate formulas [4]:

aspectatio=

7ﬂesz 7Resz e—ﬂ/Reﬂ ( 6 )

numberof chipsper wafc—ztestimate':Tcorrection‘actor:T

2 2
numberof chipsper Waferestimate% — correctionterm= % —CRy4 INA (T7)

However, the above formulas ( 6 ) and ( 7 ) arequite accurate since each chip is a discrete
instance, and only chips that are fully within #féective wafer area can be counted towards
the total. The formulas also fail to distinguistothalf chips on the edge from one complete
chip, so it will overestimate the number of chipattfit on a wafer.

To get a more accurate estimate, a small detait beuisonsidered. Because the wafer will be
diced, cutting the wafer into separate chips, aleegyrid is preferred to reduce the area
needed for the separation process, so all rowgalndins must be aligned, indicating that
either all rows contain an even number of chipallbrows contain an odd number of chips
and not a mix of both.

The problem could be viewed as a grid with equai and column spacing corresponding to
the chip dimensions, and trying to fit a circula@aon top, cutting as few chip corners as
possible.

11



Numerical algorithm

A numerical algorithm was presented by de Vriegd4dalculate the exact count of chips per
wafer, given the wafer radius and chip dimensions.

The algorithm can be summarized in the followirgpst

1. Start with a fixed number of chips in a row. Tlessume this same row is pushed
up until the outmost chips are as close to the efitfee wafer as possible.

2. Calculate how many dice that can fit in a row “adbthe current row. This is
repeated until the combined row height of addingtlaer row, from the center, would
reach outside the wafer edge.

3. Calculate how many dice that can fit in a row &l the current row. And this is
further divided into two cases when the outermbgt ¢s limited by the

A. top corners

B. bottom corners
Step 3 is repeated until the combined row heighmfthe center would reach outside
the wafer edge.

Steps 1 to 3 are repeated for all reasonable nuailzBece in the starting row, from 1
to when the width of the start row would exceedwlager diameter.

The maximum result among all the alternatives entreturned as the estimate for the
number of chips per wafer.

s //\\ /\

a) b) c)

Figure 2: lllustrations of the steps in the numerial algorithm. a) Step 1, pushing the row of chips towards the top of the afer, until
the top corners hit the wafer edge. btep 2, adding more chips until the top corners cut the &fer depicted by the red lines. cptep 3,
same as b) except for the lower half wafer the chipbottom corners are checked to be inside the wafedge

Overestimating the number of good chips per waii@ad to an unexpected decrease in
potential profit, either when it is discovered ttiad number of sellable products are less than
expected if a fixed number of wafers was purchasedhen the number of wafers required
to reach a target volume is higher than expeceadiihg to a higher cost.

The main focus of the next section will be on pecedg the functional yield, the other factor
of the “number good chips per wafer” formula ( 2 ).

12



4 Yield prediction model

In section 2, about productivity, it was mentiorexv the manufacturer had a model to
predict the yield of a chip design. It is a veryyaoful tool to estimate the expenses in
material and time cost. This section will focusdifferent yield loss mechanisms and on how
they have been modeled.

The two main contributors causing a loss in martufany yield aredefect generated faults
andparametric variation.

4.1 Random defects

The yield losses caused by defects originate floaraw materials that might include
impurities which interfere with the manufacturingpess. Another source of defects is from
the outside environment: dust particles or gasdddmwom the process equipment or the
human operators. Defects are the main reason vehiCtimanufacturing takes place in so
called clean-rooms where the air is filtered toimiae the number of defect generated faults.

Defects can cause unwanted “bridges” between cdiv@umes: short circuits which cause
nodes in the circuits to be permanently connedesither the voltage supply or to ground.
These faults are known as stuck-at-one or studed; respectively. Defects can also cause
open circuits because of missing conductive mdjenml can leave nodes floating [5].

Both opens and short circuits can be caught bedheyecause incorrect outputs. During
functional testing, the circuit is fed with inputators and produces output vectors. These are
compared to a known desired result; any deviasaonsidered a functional fault and is a
strong indicator that a defect has occurred.

Some defects might not directly alter the outputhef circuit. An example is an inverter with

a resistive short between the voltage source touttgut [5]. The resistance of the short is too
high to pull the output to a logical high valueaatexpected low output, but instead causes the
circuit to draw orders-of-magnitude higher curreptcausing a resistive path directly from

the voltage source to ground.
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4.2 Defect limited yield modeling

Not every defect causes a fault in the manufaajypiocess. If a dust particle lands in an area
of the chip that is basically empty or free of aitty, there is no harm done. The area in
which a defect will lead to a fault occurring isualy referred to as a circuit’s sensitive or
critical area.

According to Stapper [6], a random defect modekin of two main components. The first
part is the statistical distribution of the numbéfaults across the area in question. There
have been many different opinions about the apmtgpdistribution to use. The second part
is a parameter for the statistical distributiont, ineeds careful definition of its own: the
average number of faults.

4.2.1 The first part: statistical distribution function
Poisson model:

A common method to model faults caused by defedis use a Poisson-based random
variable. The Poisson distribution is derived fribra Binomial distribution taken to a limiting
case. LeK represents the Poisson random variable takingftereht possible values
denoting the number of faults on the integratedutirduring manufacturing.

-1 X

PrX=x) = & I" (8)

X!
In a chip yield prediction formula there is onlyeoimteresting special case of ( 8 ), when the
chip in question is fault-free. The Poisson expoesfor the case when the circuit is fault-
free, or equivalently the probability of zero falis then described as follows

Chip yield = probability of zero fault of tyge= Pr(X = 0) = e ™ (9)

The variablel, called the average number of events, is botletipected value and variance
for a Poisson random variable. The very same vigiadntains information about the specific
case for describing its usage, and so it needs sxaled accordingly; but more on that in
section 4.2.2.

The Poisson distribution is also commonly used taleh reliabilityR as
R(t) =P,(t)=Pr(X =0) =e™ (10)

wherePs is the probability of success. Notice however the time dependshud does not
apply for manufacturing yield modeling, since any defective améslisposed of before they
are put into use.

Negative binomial model:

The most commonly used statistical distribution for modetiafect based yield seems to be
the negative binomial model. Stapper describes the negativaiainmodel to be the result
of many approaches such as starting from a binomial model [6]. Belp®l ) is the general
expression of the negative binomial model.

MNa+x) (Ala)”
XNl(a) @+A la )™

Again, the computation of defect based yield deatl the case of zero events or faults,
which greatly simplifies the expression just athie case of the Poisson expression. The

Pr(X=x) =

(11)
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following equation ( 12 ) describes the negativeobiial model expression for the probability
of zero faults.

1
Pr(X=0))=—
=0 = oy (12)
The negative binomial model takes defect clusteinig account with the coefficient
(alpha). With an increase in thecoefficient, less clustering of defects is assulmgthe
model; asx goes towards infinity, the model reduces to this$dm model, which assumes no
clustering at all. Figure 3 shows the Negative Bired model with a fixed value for the
average number of faults, while varying the cluatpcoefficient.

05 1 15 2 25 3
clustering coefficient

Figure 3: Negative Binomial distribution function for a fixed4 = 0.5

and a varyinga.

Correlation between process steps can be takermamsideration with the negative binomial
distribution to produce a yield model, which congsuthe probability of zero faults on a chip.
As shown in [6], correlated process step will lmated mathematically as though they were
independent.

The negative binomial model was in a subsequeitiatiy Stapper [7] shown to be poorly
scaling with circuit area when the feature sizeseweduced in the technology nodes during
the early 1990s. Designs with the same chip area feeind to have widely different yield.
The simple yield formula useq the average number of faults, which was obtafreau
thorough analysis of one design in a particulahnetogy node, figuring that it would be a
decent representative of the process, and thenlegsby areas:

3 A
Ay = Agqg —22
new old A)m ( 13 )
Stapper found that a better fit was acquired ifyiteédd model was scaled based on the number
of circuits, assuming a different model parameteesused for each different type of circuit
elements such as DRAM, SRAM, and random logic. Shaling seem intuitively correct

when considering for example random logic standaii$ where an area is increased to twice
the size is not always the case that it will camtaiice the number of standard cells as the
interconnect gets more complex and needs more room.

Both the Poisson and Negative binomial model arvel@é from an approach where Murphy
showed a yield model, developed during the 196@s¢ribed by a Poisson random variable
compounded with a distribution function of the age defect density variable [8]. The
compounding function seemed to have served theogarpof describing the fluctuation

15



across the wafer, from wafer to wafer or from ttdt. Murphy’s yield model described this
compounded yield model as

o 14
Y =Pr(X = 0) = [e™f(D)dD (14)

wherea represented the critical area dhdvas the defect density.

Murphy showed three different potential candiddéeghef(D) function; the Dirac od-
function, a triangular function as a simple estenaitthe Gaussian distribution function, and
lastly a uniform distribution.

Later it was shown by several researchers thallyrgood fit of the model to the test data
was observed if the compounding function was a gamistribution. The resulting yield
formula was then the negative binomial model ( @i29cribed in the beginning of the section.

4.2.2 The second part: the average number of faults

In the case of modeling defect generated faulesy#riablel (lambda) describes the average
number of faults per chip or circuit. How cabe broken down into defect generated faults?

Recall how the Binomial random variable is the wrigf the Poisson random variable [9]:

15
PH(X = X) :(';] p (- p)™ (o)

The Binomial variable itself is described as a namtif n statistically independent Bernoulli
trials with probabilityp for one of the two possible mutually exclusiveammes of the
Bernoulli trial. The variablé is the expected value of the Binomial distributiaumich is the
product ofn andp [37]. Then conversion to describe the average numbkults can be seen
as simply letting:

A=E[X]=nlp (16)
where
X: the number of faults

n: number of defects
p: the probability that a defect becomes a fault

The number of defectsis generally described per unit and is scaled thé specific
problem instance. A general model for computingaherage number of faults is:

n=D-U (17)
In (17 ) theD represents the defect density per unit @drfdr the number of units in question.

Each different fault type might need a differentyv@a represent and model them.

The most common forms would be the calculatiorhefaverage number of short circuits
between conductive lines, including cross layertshar so called pinholes, and open circuit
faults. In this case, it seems like the most comaqmuroach is to let the D represent average
defect density per area and U represents A, tla¢ ¢otuit area.

To derive thep variable, it is commonly implicitly assumed thaside an independent circuit
area the defect locations have a uniform distrdyutr rather an equal chance of occurring
across the chip’s surface. The probability thaeedt becomes a fault differs depending on
defect size, and is represented as a funéj@emmonly known aprobability of fault given

a certain defect of size
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p =0 = Pr(defect becoming a fault | defect)%—’ (18)
An example of an independent circuit area is ateluss assumed by the Negative Binomial
distribution. For the Poisson distribution, the \ehohip can be seen as an independent area.

Because of how bothandp depends on the total aracan be cancelled out of the
equations
1
/1=E[X]=nEp:DDAEf%:DD% (19)
and so defect density is equivalently scaled withX;, function representing the circuit’s
critical area.

4.2 .3 Critical Area

The critical area is generally defined as the afeacircuit design’s layout that will cease to
function correctly if a defect would occur on i0]1 Defects can have many shapes and
forms, but for computational simplicity it is commlg assumed that a defect is to be
represented by a circular area with a diamet&ihe location of the defect is represented by
the coordinates of the centre of the circular shape

The critical area for a break off or an open cotidedine as an example is the area where the
defect of sizex can land on a wire to reduce the resulting effectvidth below a

predetermined critical minimum width valug,,, when the resistance of the conductive
material would simply be too high to be consideetttionally correct.

Let wmin = O for simplicity; then, for a defect with a diater equal to the wire width, the
defect centre has to be positioned perfectly imtinedle of the wire to cause an open fault,
however the defect can be located anywhere alangite lengthL. The chance of a defect
occurring there and therefore the critical aredeifined as zero for defects sizes less than the
wire width.

Appen(X) =0 X<w (20)

uuu@uo.ummmmnn...o.uuulIW

= T »

Figure 4: conceptual illustration of a blue condudt/e wire with a defect of
harmless size to the left and a harmful defect size the right

If the diameter of defect is instead larger thamlre width, the defect has some leeway.
When the defect is positioned across the wire,[#afi1] observed that

Aen (¥) =L (x = w) X>W (21)

An illustration of ( 21 ) can be seen in Figure 5.
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Figure 5: a conductive wire and a harmful defect gie, shows how the difference
between diameter and width converts into critical sea

The critical area of a bridging or short between tenductive lines can be expressed in a
similar way, by considering the break of the isolgspace instead. The width of the spacing
is denoteds. However the length of the spacing is the lendtthe area where the two wires
run in parallel.

The critical area of a circuit is defined to besl#isan the total area of the circuit in question.
When the theoretical critical area grows largeg, ¢htical area remains capped at the
maximum total area even for larger defect sizeg. Mathematical expressions get a bit more
complicated since placement of the wire on the cleigds to be taken into consideration;
since a wire displaced from the middle will havgeassociated critical area stop growing at
one side but still continue at a reduced growth &ttthe other side.

For more than one wire, a similar approach carakert. The critical area is simply multiplied
with the number of parallel wires.

Apen () =N L(x-w) x> w (22)
However at a certain defect size the area betweewitres join together as a large area, and
only continues to increase not as N areas but asvine, with a constant factor of all the
wires and spaces between. Again Stapper [11] fatedlthe following expression

A (X) :[I_(Z(g—w)+ Nw + (N -1)sj (23)

Agen (X) =L(x+ (N = 2)w+ (N -1)s)
More complex structures require more elaborate teapusg and research in critical area
analysis has focused on deriving the critical &oedarger designs. Fortunately straight lines
are difficult enough to manufacture that at sub-hfOtechnology nodes, there are
recommended design rules for layout, stating thatiees on a layer should go in the same
direction, and every layer alternates between bata and vertical as the preferred routing
direction. So to make an L shape in layout you wdwdve to change layer to go in the other
direction. For 45 nm or below, these recommendéss fiave become mandatory rules for at
least the poly layer [12,13]. Although it is uniamite that straight lines themselves are
difficult to manufacture, it should simplify theitical area analysis to the point when parallel
wires are the only cases left to consider for aguash short circuits caused by defects.

W< X< 2wW+S

'

Figure 6: multiple parallel conductive wires. Showsow the critical areas have grown
together and continues to expand only from the topnd bottom most wires.
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4.2.4 Defect density

Defect density, just as critical area, also dep@midefect size. It is described by the so
called defect size distribution function, which ciéises the probability of a certain defect size

occurring together withD , the average number of observed defects per aiteegardless
of size.

D(x) =D [P0 e (X) =D [tisd(X) Xin < XS X (24)

The function is truncated for defect sizes belosedain value; defects smaller thag, will
not harm wherever it may occur. Defect sizes abgyghave such miniscule probability of
occurring that it is rounded down to zero for siiipy.

The defect density per area reflects the manufiacfyrocess cleanliness. With each new
step scaling down feature sizes, the defect dehaifg to constantly strive to improve. The
previously considered harmless defect sizes will nause opens and shorts. Also the
previously harmful defect sizes now cover a lakgéical area of the circuit and thereby have
a larger probability of becoming a fault. The aifritee manufacturer is to have at least as low
average number of faults as the previous process, ramd this requires a constantly cleaner
manufacturing process [12].

The defect density has to be determined empiri¢aflynanufacturing test structures. The test
structures are tested and faults are recorded.niqods exist to map the test results of the
Built-In-Self-Test (BIST) from real designs or tesiips to individual fault types on different
layers [14]. Then indirectly it can be determinkdttthe faults must have occurred in an
associated critical area.

Thus, given fault test data and the critical amgalie test circuit layout, the defect density can
be determined for every defect sizat a desired resolution.

D(x) =A(X)/ A, (X) (25)
The defect densities determined with these teclasigue then reused to predict yield in other
chip designs.

If empirical testing is out of the question, thare models that describe the defect density
based on data fitting of past measurements.

Defect size distribution general form is modeledeéwample by Stapper [11]:
2(n-1)Dx

T 0 X< X,

D= % (26)
M X0<X<°°
(n+1)x" TR

Here D describes the average defect density or the avenamber of defects per area unit.
The variablen is process dependent; empirical results in theipdsate thah = 3 give
results that match observed test data very wdllll[6,

D—;( O X< X,

D(x) = %o (27)
D 2
x)'jo , Xg S XS 00
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The variablex, is the peak value of the distribution or in otthwvards the most probable defect
size. A typical defect size distribution functianglotted in Figure 7.
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Figure 7: Non-truncated defect size distribution.
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4.2.5 Combining critical area and defect density

Both the critical area and the defect density ddpbrectly on defect size; and to obtain the
total probability of a fault in the circuit in quem, it is necessary to sum the effect of all
defect sizes.

The average number of faults or the expected nuwitfaults can be calculated to be
J = Average number of faults =
= Average number of defectrobability that a defect become a fault=

= {Average number of defects = Average number décts per unit aredaArea in question}

5'0‘2 Pr(defectbecomeafault |defectsizex) (Pr(defectof sizex) =
Ox

BAZ Pr(defectocatedin critical areal defectsizex) [dlefectsizedistribution(x) =
Ox

BAZ Pr(defectocatedin critical area| defectsizex) [dlefectsizedistribution(x) =
Ox

= {assuming locally uniform distribution of defsabver the area in question} =

1 —= X . . _
= DAZ J stDfD(x) = DA;'A":‘) O, (x) = {Infinite number of sizes x}=

O allAg (%)
=5Alj,%(x) OF , (X)dx (28)
ADx
From here there are two main alternatives to reprgs
Alternative 1
A=D [ A, (X) Oy (¥)dx = [ A, (x) D(x)dx (29)
Ox Ox

The alternative should be the most commonly usgetker with critical area analysis tools.
These tools aim to extract the critical area diyeftom the layout of the design for all
possible defect sizes.

Alternative 2

2 =DA8@ (30)
whered represents the average probability of failure @llepossible defect sizes.

Expression ( 30 ) is the one used by Stapper whiesdoclosely with IBM and is therefore
also commonly seen in IBM articles related to yietddiction [6]. There was much secrecy
in the 1970s involving methods for indirectly detéming critical area which is a
computationally very heavy task. Later, the pritespwere published in scientific

articles [15]. The main idea was the use of compiteulations to estimat the probability
that a defect becomes a fault, by placing defeictandom across the layout and analyze if
any damage was caused. The process was repeatdbkioown defect sizes until a desired
resolution had been achieved.

The second alternative representation 680 ) can mislead the user into believing that
lambda scales with the circuit area; but this isthe case as seen in the previous steps. The
total area which houses the circuitry is irreleyamtd the important thing to remember is that
the equation only scales with the critical area.

For predicting the yield of new products earlyhe design stage, when the final layout is not
yet available and thereby also any critical aresyaams is out of the question, it is useful to

assume a constag and make your early economic assessment basedcaiesl area.
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UsingAlternative 2 and simplifying the expression further by IettiAg_? denoting an average
critical are@A , results in a commonly seen expression:

A=DTA, = DA (31)
This expression looks like a simplification Alternative 1 of expressing the average number
of faults, just as in the beginning of this chaptien defect size was not an issue. Note again
that care must be taken to not misinterpret whavtriables represent and how the
expression is meant to be used.

Multiple fault types

Fault types are plenty and can have different nsigand each type would need a separ#ébe
accurately describe them. The principle for degwvinitical area is identical for all layers, but
what differs is the feature sizes of the layouthsas the line width and spacing between lines.
Also, the defect distribution is modeled differgntlepending on the process steps involved
with each layer. Each has different minimum-maxinmamge of interesting defect sizes as
well as the shape of the defect size distributadingdepending on the materials used in the
process steps.

The most commonly seen approach to combine thesfatibll the different layers associated
with a particular area is to simply sum them toge{6].
)Vtot :)LLl_opeﬁF )‘Ll_shor#’ xLl—Z_shorf" )‘vial—2_open )LLZ_open"' XLZ_Shorf" )‘L2—3_shorf|' )Lvia2-3_open>VL3_open+

+ )‘LS_shorf" XL3—4_shorf|' )‘via3—4_open--- ( 32 )
That concludes the defect yield modeling theoties &re needed to understand the approach
taken to scale up the yield model and to latenidelredundancy.
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4.3 Parametric yield loss — static power and freque  ncy

Unlike defects which cause the circuit design teedifrom its intended functional behavior,
parametric yield loss is referring to chips thalttalive up to the non-functional
requirements. These chips are considered not toaveifactured correctly because they do
not meet the performance requirements of for exargpéed and power consumption.

The name “parametric yield loss” refers to the patic variations that are a natural part of
the manufacturing process. Examples of the paramigt@uestion that tend to vary are the
thickness, width, and height of the layout featufidgese parameters are known to vary and
the manufacturing process itself is characterizeddcalled three sigma window commonly
used in statistical process control (SPC) [16].afameter for example a widthis then
modeled as a random variable

w=E[w]x 30 (33)
whereo (sigma) is the standard deviation. For a norm&aussian distribution, the random
variable has a 99.73% probability to be within tineee sigma window.

Example 3.

A circuit’s critical path is determined to be Gaassand has a standard deviation of

5 ns. Assume a simplified case where the only requént is that the final product
needs a clock period no greater than 65 ns or:

t < 65ns

clockmax

Setting the design goal to be 65 ns would withegarding the standard deviation
then 50% of the manufactured product to be abowartban. If instead subtracting a
safety margin of & to the requirement

t <65ns—-30 =65ns—3[bns=50< 65ns

designmax

This then results in a probability of less thar3% that the manufactured circuit
has a period above 65 ns.

Unlike defect limited yield loss, which has beerrd@mented since the 1960s when the basic
circuit elements (the transistors) were manufactwree per chip [8], the parametric yield loss
has not received as much attention over the yBatsover 50 years of constant scaling down
the feature sizes of the transistors to keep up Miore’s law [17], the parametric variations
have gone from variations happening across wafiehba called lot-to-lot, to wafer-to-wafer
variations, to across the wafer or chip-to-chipgatéwns and finally to intra-chip

variations [20].

The traditional methods for designing circuits hbeen to ensure that the worst case
performance is still adequate, for example usiagjcstiming analysis (STA) [18]. However,
those methods assume deterministic parameterghandt is enough to consider only one
case that is the bottleneck of the system. Whemgjns modeled to have a statistical
distribution, therevery path, even the designed shortest path, has aarorprobability to be
the bottleneck and must be conside@ditistical static timing analysis (SSTA) has evolved
from STA to model non-deterministic gate delays.

Theoretically, the sum of several uncorrelated Giansrandom variables is known to be
Gaussian as well [9]. Paths might share gatesrgdditheir delays to be correlated
increasing the complexity. The maximum value of §&3ans is known to not have a Gaussian
distribution, estimating it is a more difficult gyiem [18].

When considering power analysis, things are a #jighmpler since only the sum of the
power consumption needs to be considered, and déneneo alternative paths. A logic block
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on the chip with unusually high power consumptiaghmbe acceptable if it occurs with a
block that has lower power consumption. Analytizaldels for static power consumption
have been reported to exist for gate level calmniat[19].

Unfortunately, the complex nature of both statatower and timing analysis makes it
impossible to do more than just scratch the surfd¢le subjects in a short project such as
this. There are books with several chapters thatrcthe variation of each manufacturing
process step that causes the variation of oneistan§20].

A really good overview on the subject of paramegreld modeling is given by Agarwal et al
[21]. The authors show how the parameters that daryng manufacturing actually affect
both timing and power.

Power consumption consists of both dynamic anddgalpower. The critical dimension or
the minimum feature size of an IC is the transisteffective gate lengthe. The gate delay
of an IC is proportional to 1. The dynamic power consumption also known as the
switching power is linearly dependent on capaciaared the capacitance is linearly
dependent ohes. When dynamic power is the dominant power compbtiendownscaling
of

cast| :dynamic>> leakag
Ly | = powerl AND delay!
casell:leakage>> dynamic
L ¢ = powert AND delay

A statistical yield model would in the end look samhat like
Parametrit/ield = Pr(}_ Powerconsumptio, <P, n er1a>{deIay} <t.)  (34)

Oi
No further attempts to develop a parametric yietatlel were made in this project, and in the
analysis in the rest of the report, the paramgtatd will only be represented by a constant
yield factorYp. The parametric yield variations were handled gmailar fashion in the past.
All the unknown yield loss mechanisms that hadtydie modeled were collected in a single
yield factorYy, also known as the gross yield factor (e.g. in.[6]

The parametric yield loss is reported [1,19]to meedhe dominant yield loss mechanism in
processes below 100 nm even though no real nundbedsng yield loss into parametric
yield loss compared to defect limited yield haverbéound.
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4.4 Block yield

The statistical distribution and the average nunabéaults explained in the previous sections
are used to represent the manufacturing yieldHfertrea in question. The area itself does not
have to be the whole chip at once, and can instga@sent partial blocks or sub-chips. The
yield expression for these blocks can then be ceifigke blocks occur in another design, for
example an adder, shifter or cache. For defectrgetkyield, the following would be an
expression for a single block:

1

Yook =77 35
A w a ( )
ey

The traditional way of combining multiple yield soa factors have been to simply multiply
the yield factors [6]:

Yblock = YOYdefectsYparametric ( 36 )

variations
where the yield terms correspond to the gross ytbkldefect limited yield and the
parametric variation limited yield respectively.eltiefects and parametric variation limited
yield have been discussed above, but the gross ngpltesents all the other miscellaneous
failure types that either have no associated ymdel or unknown causes. The unknown
gross yield factor is usually represented by a taoisto fit the model prediction closer to the
observed test results once it is known.

The same approach for combining yield source fadtas also been used for combining
block yield factors into expressions for biggeriges.
Ychip = YDSF’YMEM qunclquncszunc3 :YO |_| Yblocki ( 37 )

Oi
There are more complex variations of block yielddels that include correlations between
the blocks [22, 23], but the yield model expressibacome unnecessarily large with a
constant representing the statistical dependerteeeba every pair of blocks. Also, statistical
tests for correlation requires large amount of desa for each pair of blocks and since no test
data is available in this project that would bamé number of options that could potentially
do more harm than good.

Therefore, the correlation considerations betwdeckis have been left out, but is a part of
the yield model that could be improved if the potell yield would end up completely off
target. The assumption of independent yield facosindependent blocks have shown to be
sufficient by Miiller [24].

A simplified explanation would be to state that whxocks are fully correlated their “average
number of fault” parameters are simply added togredls if they were part of the same block.

Yoockizz = Y Auioca T Abiock2) (38)

In contrast, when they are uncorrelated, theirdyiattors are multiplied as in ( 37 ) above. In
this report the blocks are considered uncorrelatetlindependent.

On a side note, when combining blocks using thedemi model ( 8 ), correlation makes no
difference since the defects themselves are camsidedependently distributed as can be
seen below:

— - Ablock1+/1block2 —_ _/]blockl _Ablockz —_
Yiouazz = Y (Aooga  Aookz) =€ ' =e e =Y (Ayooka) Y Apiock2) (39)
For the Negative Binomial random variable thisas the case because of the clustering.
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1

Y (Ayoska  Abiockz) = 7
(1_,_ (Apoga * /‘blockz)j (40)
a
1 1
Y(/‘blockl)Y(/‘blockz) = a a
(1_'_ Ablocklj (1_'_ Ablockzj ( 41 )
a a

The first expression (40 ) is sometimes refercedst a large-area Negative Binomial
distribution and the second ( 41 ) small-area Nega&inomial distribution. In an article
Koren, Koren and Stapper developed a more genepatssion for every case in
between [25].

This section has shown the theories needed to &oyreld expression that requires everything
in the chip to work. The statistical distributioni&son and the Negative Binomial model have
been introduced briefly with their common and natefining parameters, the average number
of faults, which is very important but also verffidult to derive in practice. The block
expressions have shown how to express the yidliffefent blocks when all blocks are
required. The next section will show how this basipression can change with added
redundancy.
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5 Yield enhancement techniques

5.1 Redundancy

Improving yield by introducing redundant copies wasposed by Murphy [8] only a short
while after the theoretic benefits of producing mtitan one circuit elements per integrated
chip had been established.

The general idea behind the concept of added reahayds to lower the acceptance level of
the final product tests. Stated in another wayyédeindancy increases the number of
acceptable outcomes that represents the proddidiirfiglits specified requirements.

To illustrate the basic concept, take for examptlip design that requirdéidentical circuit
elements, at an arbitrary abstraction level, tafiom. Let the probability of manufacturing
one circuit element successfully be

Y = Pr(circuit elemeniX is fault free)

With no redundancy added, the probability of thérerchip being manufactured correctly
can be expressed as the only acceptable outcones, allhof the circuit elements are
manufactured correctly.
Y = Pr(chip is fault free) =
= Pr( N circuit elements are fault free)

= Pr(circuit elemeniX; fault freeAND circuit elemeniX, fault freeAND...
..AND circuit elemenky, fault free)

Assuming that each of the probabilities that auttrelement is being manufactured are
statistically independent from the rest, this sifigs into
Y = Pr(chip fault free) =

= Pr(circuit elemeniX; fault free)Pr(circuit elemeniX; fault free)..Pr(circuit elemeniXy fault free)
= Pr(circuit elementX; fault free}’

The last step follows if the circuit elements ateritical from the models point of view.

A problem occurs when the number of components gr&ach generation gives room for
additional logic blocks. In the case of multi carehitectures, of course some of the
additional blocks might be more cores, since iunegs little to no extra development time to
add another copy of an already designed block.

Figure 8 shows the yield of an imaginary systerardy one type of blocks; each block is
represented by a constant yield factor. The plotwshhow the system yield changes when the
number of blocks increases. Figure 8 contains iféereint cases each with a block yield from
left to right of 90 to 99 %.

L L L
0 10 20 0 40 a0 Jali]
#of cores

Figure 8: The combined yield of a system with mulfile cores requiring all the cores to work
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As can be seen, the total yield rapidly falls tadgazero even for the case when 99% vyielding
blocks are used.

Considering instead th&redundant copies are added to the design foahdbN+R number

of identical circuit elements. L&t denote the number of circuit elements manufactured
incorrectly. The probability that at ledstcopies are manufactured correctly with redundancy
becomes

Y =Pr(chip fault free) =Pr(X<R) = Pr(X=0)ORPr(X=1) ..ORPr(X=R)

When calculating each of the probabilities, itée@ssary to consider the number of possible
combinations of each of the acceptable outcomes.

The problem starts to resemble what is known a8ihemial random variable [9]. The
definition of the binomial probability mass funatigPDF) can be written as follows:

Binom(n,p) : PriX =k) = (E) p*(1- p)"™*, wherek = 01,2... (42)

And the Cumulative Distribution Function (CDF) :

X

Prx =)= 3o o)™ (43)

k=0
To modify the binomial PDF to correspond to theragke above, let

n=N+R
p =1 - Pr(circuit elemeng, fault free)

S(N+R
Y = kz_(;( ) ](1— Pr(ciruit elementx; isfaultfree)) Pr(ciruit elementy; isfault freg) R (44)

The circuit elements or blocks need to be identacal exchangeable with the redundant
copies. In this project, the interesting circugérakents are the identical cores in a multi-core
DSP cluster, and the following is an example of hbevyield expression would look for such
a multi-core DSP cluster.

R(N+R = .
Ymulti core— Z ( K j(l— YDSP ) kY[()gD R-k) ( )
k=0

The multi core yield factor will enter the equati@presenting the yield of the whole chip just
like the other yield factors as follows

R (N+R .
Ychip = Ymulti coreYMEM qunclquncszunc3 =YO(Z( k ](1_ YDSF’)kYIZggD R j( |_| YbIocki J
Oi

k=0
For more advanced expressions that take corretalietween blocks into consideration, see
references [22] or [25].
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5.1.1 Redundancy in memories

Redundancy is commonly used in memory circuits sscim large SRAM and DRAM arrays
[23, 26]. Memory arrays are good examples of medriaf identical circuit elements.

In the 1980s, companies such as IBM sold partgdlgd memory chips [27], that is, products
containing faulty elements with functionality reotefd by treating part of the chip as
redundant. These memory chips contained a certanbeauof non-redundant memory cells.
If the post-fabrication tests showed that the duptained a fault of some sort, it was not
discarded. Instead, the chip went through additiooafiguration to lock out the faulty chip
regions, and thus a 128 k bit memory could be asld 64 k or 32 k bit memory. Even
though the partially good products might not setlds much as a fully functioning product,
they still contributed to the return of investmémtthe product, which it would not have if it
would have been discarded.

A similar approach is taken with processor corethefsame architecture and design that are
sold rated at less than maximum capacity, for examgh different nominal clock
frequencies.

However, even though some circuit elements on @ ate replicated with several identical
copies, and redundancy might be an effective agprt@mincrease the potential yield, one
must not forget that all components share somasiructure such as the clock and power
distribution networks. If faults during manufactgioccur in these areas, no amount of
redundancy will save the chip from being discarded adding to the yield loss statistics.
Those types of faults are usually referred to ag“khl” faults.
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5.2 Wire spreading and dummy filling
Two redundancy techniques have been saved fomastspreading and dummy filling.

5.2.1 Wire spreading

As the name implies wire spreading aims to spread active wires further apart. The idea is
to try to reduce their sensitivity to defects whiebuld cause short circuits. Care needs to be
taken because when wires are spread apart theyeeayto make additional turns or corners
that are more difficult to manufacture than a ginaiine. Therefore, even if the critical area is
reduced and the associated defect limited yielceases, the parametric yield might be
affected by the new hard-to-manufacture layoutcstmes; this effect might not be taken into
account by the algorithm spreading the wires.

There is also a similar approach to reduce the optcal area by instead widening the wires
to make them less sensitive to smaller defects.NAthe wires are widened, the available area
is exactly the same as before which means thatgheing between wires decrease, in other
words an inverted wire spreading occurs indireaftych increases the critical area of shorts
[1,20].

Both wire spreading and wire widening are usugtipleed after the routing stage. The routing
stage determines the shape of wires in a way tmblen optimized to reach a timing goal.
Afterwards, the wire spreading and widening wilhnge the shape of these wires to optimize
yield, which at the same time can not avoid haanmpssible negative effect on timing. The
timing of the whole system must therefore be rekbé@nd perhaps invalidated and rerouted.

Because of the uncertain net gain of using wireaging and widening, these methods should
be used with care so as to not introduce unnegessaetitions of the design phase.

5.2.2 Dummy filling

Dummy filling is a method used to even out the citatrmechanical polishing (CMP) step in
the manufacturing process. The polishing step isntneaeven out the all the bumps and
achieve a uniform thickness across the entire wafer

The problem is that the process is not completeilfpumn; deviations are mainly caused by

the varying metal density across the chip. Wherogiéipg material, for example the copper
constituting the different metal layers, the whaiger is processed at once. This causes metal
to be deposited in both the etched metal linesadsw everywhere else, and leads to a jagged
uneven metal surface, which the following CMP sgemeant to even out. The areas on the
chip devoid of metal lines have a close to evea aleeady and will risk ending up over
polished, which affects the processing steps felldlgers above [20]. The phenomenon is
called dishing, and to avoid it, metal areas wihfumction, so called dummy fills, are

inserted in hope of reducing the chances of ovéslimiag.
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6 The proposed yield modeling approach

In this section, a method to create a yield modehfsystem-on-chip is proposed. One of the
main requirements was to be able to predict thiel yie early in the design phase as possible.
The steps described in the following section haenlmhosen with this requirement in mind,
so the abstraction level is kept at system levehash as possible. Similar approaches have
been described in the past by Stapper [6], Koréh ghd Khare [29], then primarily with
memories in mind.

6.1 Step | — breaking down a system into blocks

The yield enhancement method of choice for thisgqmtds redundancy. A block that is a
candidate for having spare redundant copies avaitalreplace them is considered a
repairable block.

The first natural step is to separate the systengul@sto repairable and non-repairable
blocks. An example of a repairable block could senall memory block, or anything that can
be replicated with reasonable implementation persalt

Y=[]Y Y o
D hon |D—j| rep| (46)
What is reasonable or not is of course somethiagishnot set in stone, but differs from
system to system. In a chip with only a single ctite whole core might be considered
irreplaceable or non-repairable since duplicatimegydore would essentially mean an area
twice the size of the original design. For a So@wai multi-core cluster, which is the focus of
this report, the individual cores are considergzhi@ble.

Example 4.

Assume a system with a DSP multi-core cluster arerhiscellaneous functional
blocks 0, f1, f2, f3 and f4. The multi core clusig considered repairable, but the
functional blocks are unique and so must be consitim separate yield terms. The
functional blocks could be considered repairabteighh, if as in the below
illustration the f4 block could be a memory contagnredundant sub-blocks.

0 naon-
rep
%’SP 1 irabl non
multi core -
cluster ropairaie rep
‘ non-
2 rep

3 4 non-rep rep

Figure 9: An imaginary system with a multi core clster, divided into repairable
and non-repairable blocks on the right

If the DSP cores themselves contain regular commsnéese can also be marked as
repairable; prime examples are the memory aredsasimstruction and data cache.

The method is repeatable for every distinguishahlellof abstraction. The best example is
memory blocks that can be divided into quadrardas ¢hn consist of several arrays consisting
of sub-blocks further consisting of groups of worlach abstraction level could have its own
possible redundancy solution, redundant quadreedsindant arrays, redundant sub-blocks or
redundant rows and columns as described by Hangépn
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Example 5.

Assume the same system as in example 4. The roultictuster DSP units have an
imaginary architecture like the illustration belith an instruction cache, data
cache, addition/subtraction unit, instruction dexahifting unit, some registers, a
flow control unit and a multiplier/division. The BPSwvould then have the following
yield expression

YDSP :YI —cacheYD —cacheYadd YI —decodeYShlftYfloerngmul
sub ctrl div
acld/
I-cache || D-cache || S
DSP I-decode || Shift | fow

registers Mult/Div

Figure 10: imaginary DSP architecture logic floor pan

The redundancy needs extra configuration circuitay tedirects the non-faulty blocks to the
correct outputs which effectively masks the defechlocks. The extra configuration circuitry
adds additional critical area regions, and moreifipally non-repairable critical area, that
need to be taken into consideration in the yieldleho

Next, use the binomial random variable to formrggulting repairable yield factors. Assume
no correlation between different blocks; the rasglexpression should be of the form

R (N+R) -
:Yconfig g( K }(;jb—N “ (1 sub— ) (47 )

block block

N represents the required number of units thateageired to work in the system
specification, or in other words the number of sitiitat would be in the non-redundant
system. The variable representing the number of redundant units.

Example 6.

Looking back at the system from example 4 againvshia Figure 9. The yield

expression for the total System on Chip with thdtingore cluster and the five
functional units

3

i Yf4|_O|Yf|

cluster

+R, Ny
mum _YDSP Z( o SP}(DRSDDSP Mo k(l_YDSP)k

core config k=0
cluster
Rs (N +Rf
f4 +N¢ 4~k
Y Y Pf4 4 (1 Yf4 )
conflgk sub
block block

There is no real limit to in how much detail the rabcan describe a single block. Even
though yield could be derived from a single laystticture and its corresponding critical
area, it is probably more practical to choose adridevel of abstraction whenever possible,
especially since the layout is more or less comealan unknown part of the yield expression.
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6.2 Step Il — scaling the blocks with content

In section 4.2, the theories of block yield wersatded for defects. The yield expression was
described by a statistical distribution, eitherd8on ( 9 ) or Negative Binomial ( 12 ). The
Negative Binomial distribution gives a somewhat enoptimistic yield estimate, assuming
that defects cluster together and therefore aféaeer chips on the wafer [22].

This section uses the Negative Binomial model &sthie more general one. The parameters
of the statistical distribution were the clusterpgyametet. and the average number of
faultsA.

The clustering parameter must be received from tieufiacturer and there is no real short
cut or simple way to estimate it.

Deriving the average number of faults is achiewedritical area analysis by developing
geometric expressions or simulations on the fiagblit [15]. Performing a critical area
analysis for a complete system design is quite toresuming. Also, the final layout is not
available when making architectural choices abddtray redundant blocks to the floor plan.

However recognizing that a chip design consistawltiple identical copies of standard cells,
each with the same or similar critical area, makingestimate of the critical area scaled by
the number of gates in the design should be p&saifd intuitively a very close guess.

Therefore, the approach chosen in this report aeszribe functional blocks in terms of the
average number of faults for each distinguishatclblock scaled by the number of
standard cells the block consists of.

Abiock :Z Ngg A, (48)

Oi celi

Example 7.
/]block =Nig m'{gé’iﬁ Nzam A'sram + Nrom A'rom + Nip- v ;:gi); t..
logic flops
The largest source of error in this critical areiinggte is not really accounting for the exact
routing between the gates, which is most likelyegptivalent in all designs unless the
structure of the layout is really regular like amwey cell matrix. The intermediate routing
part has to be accounted for in the “per standalid @average number of faults most probably

by an average of previous designs.

The type of yield model described in this sectiomeant to be used long before the final
layout has even started — maybe even before theata cell library have been developed,
so the “per standard” cell average number of flmulie used to describe a block needs the
ability to be rescaled based on a previous teclyyahede’s data. An example of such a
scaling was shown in [7]:

2

Ane/v h(Mj KAold ( 49 )
Id Wnew

A representing the area,the minimum design feature akda complexity factor which

mysteriously is not mentioned in great detail, @ithecause it is considered proprietary or

because it is simply another free variable usedi&ba fitting.

To support the approach described in this sectionust be assumed that the design will be
thoroughly analyzed at the end of the design cyehesn the number of changes affecting the
final layout have been reduced to almost nothitiggrmvise the time consuming critical area
extraction has to be repeated for every little ¢gfean
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The average number of faults obtained from thecalii@rea analysis of the different layers is
then used to derive the per-gate average numbault$é by minimizing the mean square
error of the difference between the two fault-req@ations as shown below:

Abiock ™ Aok = Z(J- Atm(x)D(X)j_ Ny A (50)
crit stdt O \ Ox Oi el i
area gate
min E[(/‘blpck _Ablgck)z] ( ol )
crit st
area gate

Wherej in the left summation of ( 50 ) is the index oegylayer from diffusion to the top
metal layer, andin the right summation of ( 50 ) is the index loé¢ standard cell type.

Note that the gate count in ( 50 ) should be th#t@same design that is the target of the
critical area analysis.

This circuit content scaling approach was first sed\wy Stapper in [7, 15] and reported in
2007 to still be in use by IBM [29]. IBM’s method tapture yield apparently does not
distinguish between different types of logical gatech as NAND, OR, and inverters. The
reason may be that certain types of gates arefasatl logic in that particular example, such
as multi-level NAND gate nets. Another reason cdaddhat the differences in critical area
for the different standard cells are small enowghave insignificant effect on the total chip,
consisting of billions of standard gates.

The approach described in this section assumes ttadties for the different types of
standard cells are readily available from the @ilifoundry. The reasons for choosing this
abstraction level is again that the layout is natilable when the yield model is to be used,
and even if the full layout were available, thea tietails needed to get a yield estimate from
it might reveal a bit too much information about fabrication process through the defect
density at each step. The manufacturing proceshas tie foundry makes its money from so
the foundry might be unwilling to reveal any detaiggarding its implementation. The
average number of faults is still a quality methat it is a product of both the fabrication
process and the layout for the standard cell lbused, making it harder to decipher any
details.

The idea is to hopefully obtain a single parameién the influence of many process steps
lumped together, describing an individual standzitifrom the active diffusion layer up to
and including the intermediate routing layers.

6.3 Step IIl — global routing

The global routing which interconnects two blockeoas the chip is treated differently from
the standard cells in the blocks. It is difficdtdssociate the global interconnects with a
particular standard cell, since most likely the toptal layers are reserved for the global
routing [20].

Articles on critical area extraction usually deberthe process with simple examples of a
single straight wire, or multiple straight paralgtes of equal length [11].

In the recent technology nodes of 45 nm, each negtal has a dedicated direction of
routing, either horizontal or vertical, with littte no opportunities for notches or routing in
the other directions. With the single routing direc coupled with the number of conductors
which are known very early in the design processufh interface specifications, the global
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interconnects are simply multiple parallel wireshagimilar length. If the routing length in
each layer can be estimated, then the critical farethe global interconnects can be almost
exactly determined by the expressionNoparallel conductors, as described previously in
section 4.2.3 and repeated below:

L(x+(N-2)w+ (N -1s) Jdfor O<x<sw
Appen (X) =0 NL(X = W) Jfor wsx<2w+s (52)
0 ,otherwise

In expression ( 52 ) the ands represents the conductive wire width and the spatseen
the wires respectively.

Something to keep in mind when estimating criter@a is that it cannot be larger than the
total area of the circuit. Extensions exist for #ivve expressions which take the chip width
and height into consideration, by looking at theawdisplacement from the middle of the
circuit area. When the critical area expands utntdaches the edge of the chip, it stops
expanding in this direction and continues to expamig in the opposite direction. The exact
displacement from the centre of the chip for eweing might not be readily available, so
instead taking the minimum of the critical areareate and the total area will give a decent
result.

MIN{Acr, Aot} (53)

The critical area is only part of the equation; filedetail of the defect size distribution is
then required together with the average defectitiefms each layer.

A =[ A, ()D(x)dx (54)

Stapper has shown [11] that the above expressiobe@valuated fdd parallel conductors
and simplified into the following expression

A= L((N +1)w + Ns)Dx 2 E(W+ s)Dx2 Dx2w

w@urs)  w@us) 2wEwe+s) (55)

The expression ( 55 ) contains a variable for trexaaye defect density of the associated layer,

which might be out of reach from the manufactuipeit,there are estimates on defect density
provided in ITRS 2007 [30].

Even though all of these expressions are old anglgied examples, because of the strict
constraints in routing in the <45 nm era, thesept@nexpressions should be enough to fully
describe most of the higher metal layers that anengonly devoted to the global
interconnects. The interfaces between blocks shuaNe been determined relatively early
and a preliminary floor plan should be enough tpragimate its effect on layout [31].

As an example, consider a SoC with+®) DSP cores anil miscellaneous functional
blocks. All blocks, both functional blocks and D&&tes, share a larger memory block on
chip for performance reasons, and each of thenahasdividual memory interface. If the
memory interface consists of arbit-wide buss for addressing an@abit-wide bus for data
transfer during a read or write operation, thenrtheber of wires that contributes to the
critical area isl+R+M)(A+D) bits. An average wire length could be estimatedfvisual
inspection of the floor plan, or a length distribatfunction for each layer, as the derived by
de Gyvez et al [32]. Let metal layer 8, 9 and 1@ehlangth distribution functionlss, Lg and

L1o. The general idea would be for the model to be &bbredict the critical area from these
basic parameters.
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6.4 Step IV — putting it all together

A decision needs to be made whether or not to &edbe global routing yield with its
corresponding DSP block. The situation might be thatglobal interconnects are routed on
top of the neighboring DSP blocks to reach thenidéel destination for most cases.

The DSP block yield based on standard cells isdédeas being statistically independent
because it makes the yield expressions much sirapkéno test data is available to prove
otherwise. The simplification seems somewhat juestiBince the blocks are spatially
separated. The global routing on the other handsspeweral blocks which was just assumed
to be independent. Indeed, it is difficult to itinely justify that a few of thousands of
parallel data paths are independent when theyegr@ated only by name and a few nano
meters.

Alternative 1- associate the global routing with its corresponding block

YDSPi = YstdcellpartiYglobaIroutingi ( 56 )
Ychip = YDSPcIusteerembIockauncbIockanuncbIockn+l ( o7 )
Alternative 2 - bunch all global routing into a separate yield term
Ychip = YDSPcIusteeremblockauncbIockanuncbIockn+1YgIobaIroutingtot ( 58 )
Yglobalrouting tot :|_| Yglobalroutingk ( 59 )
Ok

The positive aspect of using the first alternats/éhiat it makes sure that the global routing is
included in the redundancy calculation; and powgedawn a whole faulty block such as a
DSP core should also affects its interconnectsudhicg the global interconnect. The more
parts considered repairable in the model, the betécestimated yield will be. The second
alternative could be used if the global routinghsred, for example for a time slotted bus
used for communication between blocks.

The yield expression, either ( 57 ) or ( 58 ), fug thip should now be combined with the
number of chips per wafer as in ( 2 ) from secfofor this task, the numerical algorithm
described briefly in the section 3 was chosen, dasean implementation described in the
original article [4]. The algorithm tries to fit asany chips as possible based on the chip
width and height and the effective wafer diameidrile still obeying a few simple rules
about the allowed chip placements on the wafer.

Number of chips per wafermumerical algorithm(w, h, d) (60)
Number of good chips per wafer = Number of chipsvpefer Y, , (61)

Now from the above equation if the cost per wadetriown, the average cost per chip can be
easily calculated.

costper wafer
Numberof goodchipsper wafer

costperchip= (62)

To add an area cost for any redundant part, theperegedundant blockeq multiplied with
the number of redundant blocRds added to the total area by breaking it dowa ant
resulting total chip width and height increase thgitkeep the aspect ratio of the original
chip design without any redundancy.
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W,

new

= ngd + M
aspectratio (63)

Noew = W, [BSPECTatio

Both the number of chips per wafer and the manufaxy yield of the chip can now be
evaluated for different amounts of redundancy.

37



7 Application of the model on an example system and result
analysis

In this section, the yield modeling approach déstdiin sections 3 to 6 will be applied to an
example SoC design containing a multi core DSPetuBefore diving head first into the
results, a few assumptions about the example SeGssed along with motivations.

7.1 An example system

The focus of this project was to examine the prbiiity of using redundant cores as a yield
enhancement strategy. In order not to divert atiargway from the multi-core clusters effect
on the number of good chips per wafer, the rett@tchip’s sub-blocks will be assumed non-
repairable and appear as a constant yield fact@tier with a gross yield.

e oY |_| Y..q LGonstant (64)

core [ core
cluster cluster

This assumption does not mean that the rest ofttipésacontent yield is trivial to the end
result. The non-repairable chip content will pug@ on how much the yield can increase with
added redundancy. The cap is a fundamental limitatigorobabilities which are values
between zero and unity, and the product probadslitian therefore not become larger than the
smallest factor.

DsP || DsP || Dsp I: I_"_”_"_I
DsP || psP || psP |: ---E=
[ [ (=]~ ]

psP || osp || osp |:| | " | - | Dspl

Figure 11: The example SoC topology for 9 and 16 izs. The area for the multi
core cluster remains the same for both cases befaredundant cores are added.

The DSP cluster will be examined at different sizése number of required corbBlssp = {1,
2,4, 8, 16, 32, 64} corresponds to the case withay redundant cores included. The DSP
cluster area without any redundancy is assumed tghivalent for all examples.

= .+ .
Aot ACT;L;IS A’nsc ( 65 )
cluster
Anii = Asc B0% = Aye = Ay I Npoe (66)
cluster cluster

The assumption is made to more easily compare ffezatht cases; but it does mean that the
area penalty will be different from case to casepéfully this assumption is not overly
unrealistic: it could correspond to the downscafnogn one process node to the next, with
enhanced performance through additional DSP cbeggdke up the same area as the
previous generation.

The content of each DSP is assumed to be generitharahly visible part to the model is the
standard cell count of each type.
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numberof :
DSP content {randorriogicstandarctells n

rnd
logic

memorystandarctells:n_.

Two different categories of standard cell are asslimee for memory cells and one for
random logic. One variant would represent the tygdedandard cells such as NAND, NOR-
gates etc. for logic and the other variant woulttesent Flip-Flops, SRAM or ROM cells for
memory.

The standard cell types could of course be divigethuany number of categories. It depends
on the level of detail provided by the early gatard estimations. For blocks reused from
previous designs, the exact gate-count of every tfpnverter, NAND, half-adder might be
known, but for blocks not yet implemented, a roegtimate of the total gate count and the
approximate ratio of memory might be all that iaiéable.

totalgatecount:n,,
newblockcontent N, =@-P) 0,

logic

n mem = ﬂ mtot

Regardless how the values are obtained, they willded together with the average number
of fault per standard cell variables.

Astd = Arnd Ning +/1memnmem ( 67 )
cell logic logic
Example 8.

Ay =(15007)cfL0f)+ (21007 )t 0?)

cell

These scalable “average number of fault” varialalleies are assumed to be readily available
from the manufacturer.

No actual design with a gate count can be shovthisreport, but assuming a specific value
might have shown results that would only have baenfor that specific value. Instead ten
values on the average number of faults that reptesBSP core is used in the a range below

Apsp = [001;0.1] average number of faults per chip
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7.2 Result and analysis

When putting the assumptions about the model améxhmple system from section 7.1 all
together, the model will estimate the number ofdyolips per wafer. The illustrations below
were created by implementing a simple version efyileld-modeling approach described in
section 6 in Matlab. The results will be showntfoe example system with different numbers
of cores in the multi core cluster. In the followiparts of this section, the example system
will be referred to asN core system” withN equal to the number of cores required according
to the system specification.

The first two illustrations in Figure 12 show thegle or 1 core system on the left and the 2
cores system on the right. The results for therg sgstem are somewhat expected because
when blocks of mainly random logic are unique ins&s the yield benefit of added
redundancy is overshadowed by excessive overheiadrefising to the area for the multi
core to twice the size. Moreover, this simple exiengimes not even take the extra
configuration logic into account. Similarly for tlsgstem with 2 cores required to work the
overhead is less but the trend undeniable witlttimstant reduction in chips per wafer the
more redundancy added. The best amount of redupdaticese two configurations is none
at all.

600

500

N
=
=]

300

# good chip per wafer
# good chip per wafer

o
=]
=]

100F

[——1et to right lambda = D.01 to 0.1 Ef#taults] | \

o L L T
o 2 4 B 8 10 12 14 16 [u} 2 4 B 8 10 12 it 16

#of redundant cores #of redundant cores

left to right lambda = .01 1o 01 Ef#fauls] |
T T : T

Figure 12: The number of good chips per wafer withdifferent amount of redundant cores for example syem
configuration for 1 and 2 required cores.

The next two illustrations in Figure 13 are theodecsystem on the left and the 8 cores system
on the right. Just as in Figure 12, the area pgmaljuite large and the maximum number of
chips per wafer is being reduced quite rapidly wheme redundant cores are added to the
system. However a few things are worth noting. Yie&l for the original configurations
without any redundancy cores are both above 50%lfftaut the worst cases of the 8 cores
system.
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Figure 13: The number of good chips per wafer wittdifferent amount of redundant cores for example
system configuration for 4 and 8 required cores.

The 4 core system is the first system configuratiirch shows any hint of benefit from
adding redundant cores, but not for every caseaddihg redundant cores might be a risky
business investment considering how steeply theecsiopes downwards for adding too
much redundancy.

The 8 cores system shows improvement on the nuaflggod chips per wafer for all but one
case. The 8 cores system is a case similar tdiMeQell processor that originally had 8
cores but when used in the Playstation 3 only hedr&s visible to the software [34].

The next two system configurations shown in Figl#eare the 16 core system to the left and
32 core system to the right. These plots are @uritdar to each other, but there are a few
changes from the previous plots in Figure 12 agaife 13.

The two most noteworthy differences are that thetisig number of good chips per wafer
without redundancy is now really low, which on titeer hand is not too surprising since
each new core is an additional source of possiote,eand for every plot shown in this
section the number of cores are doubled. The seitwmgl to note is that the right side of the
peak value for both systems in Figure 14 the dowdwbbpe does not look as risky as being
on the left side. In other words, choosing to retehany redundancy or even adding too few
redundant cores appears to be a much greatehaskiaving too much redundancy.
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#of redundant cores #of redundant cares
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Figure 14: The number of good chips per wafer wittdifferent amount of redundant cores for example syem
configuration for 16 and 32 required cores.

The last example shown is for a 64 core systemguarg 15. Having redundant cores in the
system seems almost mandatory at this point. Th#euof good chips per wafer is
increased in the best case shown from a littletleas 300 chips to 500 chips with only 2
redundant cores added to the system. As noted dbekeis a greater risk of having too little
redundancy.
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Multi core clusters beyond 64 cores continue ingdm@e fashion as shown in these few
examples. The general trend seems to be that $terag with at least 8 cores in their original
configuration, redundant cores should definitelycbasidered. For larger number of cores,
the question is not whether redundancy should bd asnot, it is instead a question of how
many redundant cores to use.

500\ E
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4001+
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# good chip per wafer

2001

100

i ! I T
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#of redundant cores
Figure 15: The number of good chips per wafer wittdifferent amount of redundant
cores for example system configuration for 64 requed cores.

left to right lambda = 0.01 to 0.1 E[#aults] |
T T T T

Do remember that in this section, only a smallrideof values for the average number of
faults is shown; but these values have been chasémat the even in the worst case the yield
for a single core should be above 90%.

It is also worth reiterating that many of the asptions in this section were made to give
clear examples of the effects of introducing recumdaores to a multi core system, but should
be carefully considered when modeling a real system

The red line, or the fourth graph from the toptha plots shown in Figure 12 to Figure 15
above corresponds to a value mentioned in a r&ggdi¥eber [38] that some manufacturers
use as a signal to stop improving their manufaetuprocess when the average number of
faults reaches this value for their test chips. Amyher optimizations were simply not cost
efficient, and thus, the red line could be seethadest case actually achievable.

The last paragraph hints that the average numbiaui$ variable and thereby also
manufacturing yield is actually a function of tinfene next section 8 will briefly consider the
time aspect of yield, and how redundancy will affec
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8 Discussion and related topics

This section describes a few topics closely rel&tetie yield modelling approach described
in section 6. It discusses the added redundanéfgsten time, and how the model could be
updated to capture this behaviour. At the end efsiction, there is a brief discussion of the
limitations of the model and some aspects thatccbalimproved upon in future work.

8.1 Yield learning/ramp up

Yield learning is when the manufacturing yieldnsrneased because of effort on the foundry
side. For example, for defect limited yield, théei density is decreased.

When the yield learning curve is increased durirginitial months of close to zero yield, it is
commonly referred to as the yield ramp phase ofaufacturing process. The aim is to have
the yield ramp as early in time as possible tovalloee mass production to start as soon as
possible.

The importance of getting an early yield ramp arages in the field of economics, regarding
a project investment’s early budget which has pobbset a preliminary price on the chip, or
on the product of which it is a part.

Discussion in this section is based on Baker [35].

The core issue is that there is a difference batwged#ling the product and receiving the
income right at this moment, and receiving sameuarnat any time thereafter. The
difference is the cost of lost opportunity of theome received later. If the income had been
received as of this moment it could have been ested to increase its value compared to the
unchanged value if the income was delayed.

Example 9.

Assume the yield ramp for a hypothetical producuned 1 year after schedule but
the products were sold and 100 units of currencitiwaf income were received.

Comparing the above scenario to if the yield ranopilel have happened as planned
and sold for the exact same amount of 100 unituigency. At that time the income
could have been invested in a bank account withrawual interest rate of for
example 1%, which would have increased its valuEOtb units by the time the late
yield ramp would have given only 100 units.

The effect of reduction in income value is usuallgey part when discussing the net present
value concept (NPV). The net present value is time sf all incomes, both positive and
negative (expenses) over time for a particulargmtoj

Netincome=)_ I (t) (68)
Oi
Every project has a starting point in time t =@ all incomes for t > 0 are affected by a so
called discount rate, which is the same as thegsteate in the example above, only this time
in the denominator.

NPV =) | (89)
= (L+discountrate®

Herea represents the frequency with which the discoat# is evaluated; for example, for an
annual discount rate,represents the number of years from the statieoptoject.

NPV indicates the project relative worth. When &V becomes zero, the project has paid
off as much as if the invested money had beennpata bank account with interest equal to
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the discount for the duration of the project tifhe.maximize profit, the project should be
terminated when the NPV is at its highest value.

If the variables in the NPV equation stay fixed déimel discount rate is changed ,the discount
rate at which the NPV is zero is called a projektternal Rate of Return (IRR). The IRR
seems to represent an arbitrary projects irregntame stream transformed in to an
equivalent bank account investment. This transftionas done to be able to compare the
profitability of similar projects.

The bank account example is a no effort investnaamd,is used as a base example. Another
possible alternative is to dig a hole and hide youestment until you need it, this would
represent an IRR = 0 and the projects NPV wouldtniley never gain a positive value.
Thus, a project with an IRR less than that of tierest rates offered by banks and similar
safe investments are considered more or less & watime. For the basic case, the higher
valued IRR the better, although there are excegpti8h].

The important thing to remember when looking atNii®/ equation is that delaying an
income term in time increases the value ofatparameter and therefore decreases the
resulting magnitude. When manufacturing chips Jaher the yield ramp the later the products
can be sold and lower the positive income’s effeatards the NPV.

Also before the yield starts to increase to lewdien you can start mass-producing your
integrated circuit, as a company you have no ptagated products to sell and therefore
have no income while still keeping the manufactyifiscility and machinery running. The net
income will stay negative until there is somethiagell. If the yield stays low for long
enough, the products sold will have been reducedisth in value over time that the net
project worth will be relatively negative.

Other reasons to strive for as early a yield rampassible include the presence of a
competing company. If there is a companywhose product provides similar service to a
product of another compaiy and there is a supply shortage on the markehfsmparticular
service, or the demanded quantity of productsghdri than the quantity supplied, then
company that launches its corresponding produstt\iirll be able to set the prices, since there
is simply no other alternative available.
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8.2 Modeling yield learning

The yield learning that results in a ramp up effefers to the process engineers working to
detect and suppress defect sources. Defects ard fpumanufacturing test structures.

Common test structures are memory arrays, whicliggd because of their high fault
visibility. Knowing the content of the memory, easgparate memory cell can be addressed
individually and checked for error.

Suppressing the defect sources results in a loefectidensity, and as seen in previous
sections a lower defect density results in a ietdease.

In the early stages of a new technology processetshould be multiple possible sources of
defects for a given fault. As the number of possit#fect sources decreases, it should be
easier to determine which sources are the mogtairdnes and spend the learning time on
the right thing.

The only yield ramp modeling approach found is described by Miiller [24]:
D(x,(n+1)[At) = (1-learningrateperAt) [D(x,n[At)
D(x,(n+1) [At) =(1-learningrateperAt )" [D(x,0)

Updating the timeless defect density discussedanipus sections with these simple

functions will affect the average number of famésiable both the one for the global routing
and the ones that are scaled with the standardatsicounts.
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Figure 16: yield ramp for a 64 core DSP cluster, 8onfigurations of
redundancy. Black line defect density over time

Also for the simple example system shown in theltesection will be affected by this
change. Repeated here is the 64 core system fraiors& shown for a select few redundant
configurations.

The black line represents not chips per wafertteidefect density and how it changes over
time. The left vertical line shows where the def#ssity stops improving as mentioned in
previously at the end of section 7.2.
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9 Future work

The main goal of this project is to develop a yielddel which can help to determine the
appropriate amount of redundancy. The problem cbealdeen as an optimization problem.
But what performance metric is the correct onepinaize?

A problem with adding redundancy in some form t® ¢lrrent functional yield model is that
the yield increases the more redundancy you hédWmuagh with diminishing returns.
According to the model, the cost increase causedtidlarger cluster and chip size is
compensated by the higher number of sellable chips.

However, the total cost of the redundancy is mdffecdlt to establish. In this project, the
focus has been on optimizing the number of goopgscher wafer, but there are other issues to
consider.

How much testing time will be added to detect amfigure, for every single chip
manufactured, the cores which are functional amailshbe used? This extra processing step
will increase the manufacturing cost, but it wilbpably be a non-reoccurring cost regardless
of the number of redundant cores in the system.pi@am[26], reported a time increase in
testing per good chip, but there were no real matron to what factors led up to the
additional time or exactly how it was determined.

How much extra research and development time wilhéeded to implement the
reconfiguration logic and verifying that that atigsible architectural configurations fulfill the
original requirement specification?

How can the non-functional units or extra functranunits be prevented from interfering
with the rest of the systems? How can the usedfir@ant cores be made invisible to the
software?

What performance degradations will there be on Himare cluster withR redundant cores?
The physical topology will differ from chip to chiplthough they represent the same product.
This will lead to varying system performances:daample in the network on chip, a token
ring network has to deal with the delay fréhextra nodes, compared to a system with no
redundancy. A multi hop network will have differemdde to node delays depending on which
cores are actually used [36].

How much extra delay or power consumption will teafiguration logic and the redundant
copies add? Can the defective or extra unit blbekshut off completely without affecting the
rest of the system and consume little to no adddipower consumption?

The above questions are difficult to answer in saishort project as this one and therefore
must be considered to be outside its scope. Howeigeimportant to mention the existence
of additional cost so as to not be misled by tlikicion in manufacturing cost per wafer
alone.
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10 Conclusions/summary

The purpose of the project was, as defined in@edtj to examine the concept of redundancy
for a multi core DSP cluster, in order to evaluate profitability of adding redundant cores.

As explained in section 2, both manufacturing yehdl the area of a chip directly affects the
manufacturing cost of the product, which was chasethe quality metric.

The cost function for chip area was studied inisac® to capture the negative influence of
added redundancy. The cost function estimates thenmum number of chips that can fit on a
wafer for a particular chip size. When redundamesare added, the chip area will increase,
which will results in fewer chips fitting on the fea

To measure the positive effects of redundancyel ynodel was required. The modeling
approach chosen was described in sections 4 theéémbdel focuses on defect limited yield
and divides the yield into two main factors. Onelgifactor is based on the number of
standard cells in a block. The other yield facepresents the global interconnects which are
more difficult to associate with a single block.

Together, the yield model and the area cost funatiere used to compute the number of
good chips per wafer. The fewer number of good<hgr wafer, the higher the cost per chip
will be.

In section 7, the model was applied to an imagisgstem example with a multi core cluster
of varying size. The individual DSP core blocksdisethe multi core cluster had a yield
above 90%. Even though the values used were nedlmsreal product designs, the results
show a clear trend.

The results in section 7.2 showed that systemsavitquirement for 8 or more functional
cores could benefit from adding redundant cores. Aighest number of good chips per wafer
was achieved when having between 10% and 20% additredundant cores. For systems
with 16, 32 and 64 cores in the basic configuratiath no redundancy, there was a greater
negative impact for choosing too few redundant €tihan choosing too many.

In section 8 it was shown that the redundancy,evmiéaking the circuit more resilient to
defects, also pushes the yield ramp back in tirhe.yield ramp determines the start of the
mass volume production phase and so redundangyatantially decrease the product time to
market.

There are, however, still some unexplored aredsded to be researched, as seen in
section 9. The nonrecurring cost and details ofémenting the redundancy has not been
taken into account. Future work could also focugxtending the yield model to account for
parametric variation if higher abstraction leveldats are developed.

To use the model to produce accurate estimatesidwequire close collaboration with a
manufacturing company who would be willing to paithe required input parameters.

All'in all, the concept of redundancy seems t@étfectly in a multi core system. For a
system with cluster sizes larger than 8 cores,rapididundant cores would almost have to be
considered mandatory to achieve reasonable manufagicost.
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