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Abstract

The goal of this project was to develop a framework which can be used to make accurate predictions on large, sampled, data sets where statistical outliers are present. A secondary aim was to develop a method to reduce the large amount of data sometimes available, but all of it not always useful when making a prediction. The framework was developed using the DiMaxL algorithms and was tested on data sets taken from biology. These data sets are protein measurements where a large amount of statistical outliers are present. The results indicate that the method can accurately detect patterns even in presence of large amount of noise without any excessive overfitting. In the case of data reduction, the accuracy of the method is more sensitive to the amount of available data, and a semi-automatic procedure is recommended. In conclusion, the framework developed, is able to effectively remove noise while detecting the underlying pattern present, even in complex correlations.
“Simplicity is the ultimate sophistication”
- Leonardo da Vinci
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1 Introduction

In many areas of application, such as the life sciences, large collections of sampled data need to be organized and structured. One way of doing this is through a process called cluster analysis, or clustering for short. Once this process is complete, the structured data can be used to make predictions on future instances. One short-coming of the clustering techniques in use today is the inability, or poor performance, in situation where statistical outliers are present in the data sets, and these are not uncommon in the setting described above. A method thus needs to be developed which can operate in a fast manner, as the number of instances are large, while being able to filter the statistical outliers.

In some cases a large collection of data is sampled while only a subset is needed to make an accurate prediction. By reducing the amount of data the complexity of the problem is reduced, while also, in some cases, increasing the accuracy of the prediction. A secondary problem is thus to find which data is of importance to the predictions one would like to make.

These two problems are important to solve in cases where other traditional machine learning methods have difficulty achieving high accuracy in their predictions.

The cluster analysis framework presented in this paper is meant to solve the questions stated above. The results indicate that even with data sets taken from biology, where the amount of statistical outliers is high, the predictions made are accurate. Although reducing the data set to a smaller subset does show promise is suffers from lack of data in some cases. A further study will need to be made to verify the full accuracy of the framework, although early results show promise.
2 Background

Finding patterns in data suggests an underlying correlation between the distributions from which the data was sampled. These patterns can in turn be used to help predict yet seen instances. The interdisciplinary field of machine learning studies how finding, and potentially learning, these patterns may be done with the aid of computer software. There are mainly two, fundamentally different, methods used when trying to find or learn patterns in data.

*Supervised learning* aims to learn a mathematical function, known in literature as the objective or target function, based on a set of training examples. Input and output to this function can be continuous (regression), discrete (classification), or a combination of both. The term supervised stems from the fact that these training examples have to be classified prior to learning and thus require intervention from a *supervisor*. One obvious desire when selecting these training examples is to cover a large area of the input domain (with given outputs) in such a way that the function being deduced accurately mimics the underlying correlation of the data. The computational difficulty for these learners is not during classification, but instead when the objective function is being learned.

Some of the more well known methods used to represent and learn these target functions are Artificial Neural Networks (ANN), Decision Trees (DT) and Bayesian Networks (BN). These methods have been successfully applied to problems such as hand-written character [12, 24] and face recognition[26, 23], as well as various expert systems [7, 8, 11].

As the correlation between the distributions become ever more complex, the ability of these methods to mimic this correlation accurately is reduced. One reason why they perform poorly, as the correlation becomes increasingly complex, is that they try to generalize the target function over a large domain. A way to remedy this is to divide the large domain into smaller subsets and then learn these individually, hoping that a smaller domain can be more accurately described by the learner. This type of supervised learner is known as a kernel method and has been applied to problems such as protein folding [21] and text categorization [15].

The second method used is known as *Unsupervised learning* and does not require any training prior to classification or regression. Instead the method seeks to organize the data in some order, which in turn can be used to make predictions. Compared with the supervised approach, this method does not make predictions based on a fixed number of training examples, but instead uses the whole data set when making inference. This can make classification (regression) very accurate if the data set is large enough, but at the expense
of computational complexity. In cases where the complexity of the underlying distribution is too difficult for supervised learners to make accurate predictions, unsupervised learning methods provide a good substitute, albeit its computational demand during classification (regression).

A popular method used in unsupervised learning is that of clustering. This method tries to organize the data into subsets of groups based on a notion of similarity between the objects. A common way to group objects together is by using a distance measure (usually the Euclidean in the continuous case) and those defined as being near one another form a cluster. Clustering is closely related to density measuring, as one is trying to find dense regions of data as defined by the distance.

The motivation behind this paper can be found in problems originating from the life sciences where the correlation of the underlying distribution sometimes prove too difficult for supervised learners to perform efficiently (as described above) [1, 22, 6]. Although supervised methods can perform well even in situations where there is noise present, clustering can be more sensitive to this problem. The data taken from, but not limited to, life sciences may be sampled with an instrument using low precision and as such contains a number of statistical outliers that need to be filtered in some way. Instead of trying to improve the ability of supervised learners in this setting, the approach taken in this paper is to use clustering on the full data sets taken from imprecise measurement instruments and overcome the problems related to statistical outliers.

The remainder of this paper is outlined as follows. Section 2.1 introduces the reader to the field of protein structure prediction and the methods from machine learning that try and solve this problem. An integral part of the methods described in the main sections of the paper make use of the DiMaxL algorithms developed by Bergkvist and Damaschke [2] which are described in 2.2. For a more in-depth look at the theory behind the DiMaxL algorithms the reader is directed to [2]. The implementation, analysis and evaluation of the algorithms can be found in [10]. A broad overview of the common clustering techniques in use today follows in section 3. The main section of the report comes after that.

2.1 Protein structure prediction using machine learning

Proteins are groups of organic compound that are essential for many of the functions and building blocks of living organisms [5]. Functions where protein plays an important role range from transportation of oxygen through the blood, the cataclysmic reactions triggered by enzymes to hormones acting as messengers between cells, to name a few. The building blocks of nails,
hair, fur and muscles are all built up by proteins. Every living organism contains huge quantities of protein, and these are, to a large extent, integrally connected to the mechanisms of the living cell. Without protein these mechanisms would not be able to function, and no living organism could exist.

The function of a protein is determined by its three-dimensional structure. This structure can be divided into four levels, which represent how the protein folds (evolves) from a small molecular structure to a fully functional protein. By knowing this structure one can determine its functional use.

At the first level, known as the primary structure, a chain of amino acids are connected to each other. An amino acid is a molecule consisting (mainly) of carbon, nitrogen, oxygen and hydrogen atoms. The simplest amino acid contains only eight atoms, while the larger ones have close to thirty. There are around twenty, naturally occurring, amino acids which are vital for the human body to function properly. Ten of these amino acids can be produced naturally in the body, while the others have to be injected by other means, such as food. Figure 1 shows a simple amino acid, while figure 2 shows how two amino acids connect to form a chain, known as the back-bone structure. The number of amino acids forming a back-bone structure range from a few to several thousands, although the more common have between 200-300.

![Figure 1: The Alanine amino acid.](image)

The way in which the chain of amino acids connect to one another as a back-bone form the secondary structure. Although there are huge number of possible combinations of back-bone structures, the amino acids are restricted by how they can connect to each other. This connection is done by creating a so called peptide bond between the acids, which in turn also releases water during the chemical process. A peptide bond is a molecule consisting of
Carbon (C), Oxygen (O), Hydrogen (H) and Nitrogen (N) atoms, as can be seen in figure 3. These atoms create a plane, where no rotation in the molecular structure is possible, thus restricting some parts of the back-bone structure.

There are, however, other areas where rotation is possible. The bonds between the nitrogen and carbon atom, as well as the bond between the two carbon atoms, as is illustrated in 3, are both single bonds, and thus allow for rotation to happen. These angles, denoted by the greek letters $\phi$ and $\psi$, ultimately decide the shape of the secondary structure. By learning the mechanism which controls the rotation, the hope is that one may be able to understand parts of the folding process. This mechanism is, however, non-trivial and has been studied extensively in literature with varying success [6, 22, 1].

Instead of trying to learn how the folding mechanism works, there are empirical methods which try to solve parts of the problem by using a more direct approach. One method, pioneered by the K. Wüthrich [25], was to use nuclear magnetic resonance (NMR) to determine the molecular structure of protein. NMR measures the resonance (atomic spin) of a nucleus in a strong magnetic field and this value is known as the chemical shift. This chemical shift is sensitive to the molecular structure surrounding the nucleus, and can thus be used to determine the environment around it. By using the correlation between chemical shift values and measured torsion angles, the hope is to be able to restrict the torsion angles depending on the value of the chemical shift for specific nuclei. One can then create inference rules from these restrictions, which in turn can be used by computer software to help understand the complex folding process.

One advantage of NMR is the vast amount of measurements available
Figure 3: An image showing a peptide bond and the corresponding planes constructed. The rotation of the angles $\phi$ and $\psi$ determines the secondary structure.

from public protein data banks. A downside, however, is the high amount of noise present in these measurements that need to be filtered for the predictions to be accurate.

2.2 The DiMaxL Algorithms

The problem described in the previous section motivated the development of the DiMaxL algorithms. More precisely, the creators of the algorithms, Bergqvist and Damaschke, sought to use the NMR measurements to try and predict the torsion angles, but in doing so needed an efficient method to remove noise.

In the case of two dimensions, this problem can be viewed as trying to find the largest rectangles containing a few sporadic points (noise). This method of finding the empty regions in data, known as anti-clusters, is an efficient
complement to the more commonly used method of finding the dense regions. But even in the modest case just explained, there is no known polynomial time algorithm [2]. As such, they simplified the problem to one dimension and created two algorithms designed to solve the problem on the line, both efficiently and optimally. The algorithms find the optimal subsequences (intervals) on the line containing a few sporadic points. This solves one part of the problem, although the multi-dimensional case still remains to be solved.

The idea put forward in their paper, to solve the multi-dimensional case, was to project a multi-dimensional window onto one dimension, and then run the algorithms to find the large intervals on the line. This simplification is based on the two following assumptions. The first being that the distributions in the data set exhibit a natural smoothness, and the second being that the DiMaxL algorithms will return similar solutions as the pattern in the windows projected has clearly emerged. This last assumption assumes a method exists which can classify similar DiMaxL solutions to a high degree of accuracy, and in turn is the main motivation behind this paper.
3 Related Work

3.1 Partitioning algorithms

Partition based clustering algorithms divide a number of objects into a pre-defined number of clusters. The \textit{k-means} clustering algorithm is one of the simplest and oldest algorithms for partitioning a set of objects into $K$ different clusters. It was first described by MacQueen [18] in 1967 and has been used and studied extensively ever since. A search for \textit{k-means} and \textit{clustering} on a popular database returns close to four thousand papers between the years 1990-2010.

Prior to stating how the algorithm computes these $K$ clusters, a set of notations are in order. The $N$ objects $x_1, x_2, ..., x_n$ to partition belong to a $D$-dimensional standard Euclidean space. Connected with these $K$ clusters is another set of $D$-dimensional vectors $c_k$, $k = 1, .., K$, representing the centers at each iteration of the $K$ clusters. The idea behind the algorithm is to connect each object with the closest cluster in such a way that an objective function, describing the squared distance for each point to its connected center point, is minimized [3]. This objective function is shown below. If a point is connected to a cluster $c_k$ then $r_{nk} = 1$ otherwise $r_{nk} = 0$.

$$J = \sum_{n=1}^{N} \sum_{k=1}^{K} r_{nk} |x_n - c_k|^2$$

The algorithm starts by selecting $K$ random points to represent the centers, $c_k$, for each cluster. During each iteration of the algorithm the following is done: First optimize $J$ by fixing the centers and selecting for each point the cluster which minimizes the distance to its center. Secondly, fix the points and select the point for each $c_k$ which minimizes $J$. This two-step process is repeated until convergence. The process is guaranteed to converge, but may do so in a local minima, depending on the selection of the initial cluster centers. The clusters created are also guaranteed to be disjoint, as the points can only be connected to one cluster. Due to the fact that the clusters are created by means of a center, the shape of these are spherical (convex).

The original paper describing the algorithm can be found in [18], while a more up-to-date description, including variations of it, is detailed in [3] and [19].

Because of how the choice of center point is selected, the \textit{k-means} algorithm is not very robust to statistical outliers [4]. If a cluster contains a number of statistical outliers, these will heavily affect the Euclidean distance function when computing the mean centers at every iteration. To solve this
problem a new way of computing the center point, less sensitive to outliers, had to be created. One way of doing this is by selecting the point which has the least cumulative distance to all other points. Although a lot more computationally complex, it is more robust to outliers than the original method. These methods, of selecting the centers in a more robust way, are known as the medoid algorithms \[17\].

A more recent algorithm, CLARANS, tries to overcome the problem of computational complexity by randomized search \[20\]. Instead of looking at all points in the data set, CLARANS minimizes the search by sampling a small subset of the points. The hope is that a large enough sample will be able to represent, to a large extent, the original data set, but without the overhead of looking at every single point.

Two parameters control the output, as well as the run-time complexity of the algorithm. The parameter maxneighbour controls how many neighbours the algorithm should look at during each iteration. By setting this value high, the algorithm effectively works the same way as the original k-medoid algorithm, and thus increases the run-time complexity as well. The second parameter controls the number of iterations the algorithm should run, when looking for the optimal node to select as the cluster center (medoid). Obviously the algorithm needs to be run a number of times, depending on the fixed number of clusters to look for.

### 3.2 Density based algorithms

Instead of allowing all objects to be apart of some cluster, density based clustering makes a more explicit definition of it. These types of algorithms rely on a number of parameters as they find the clusters, most of which need to be tuned for each specific data set. Once these are tuned, however, statistical outliers can sometimes be efficiently removed.

A popular method is to fix \(K\) number of points to include in a cluster, and then find the volume around each specific data point where \(K\) objects are contained. The volume around a data point is defined as a hyper-cube (or some other geometrical shape), and will expand until \(K\) objects have been found. The choice of \(K\) is critical to finding the true clusters though. A small value of \(K\) and underfitting will occur, while a too large value will produce overfitting. This method is referred to as \(k\)-nearest neighbour.

Another approach is to fix the size of the volume instead of the number of data points. The problem in this case is to choose the size of the window to adequately represent the underlying distribution. As with the \(k\)-nearest neighbour approach, different values of this volume will lead to either under- or over-fitting. A second issue relates to differing densities in regions, which
may require a variable approach to selecting the volume. These types of methods are known as kernel density estimators.

One advantage of using these approaches, compared to the partitioning methods, is the ability to detect arbitrarily shaped patterns. The disadvantage is obviously to try and determine the value for $K$ or the proper volume.

A well-known density based algorithm is DBSCAN [9]. This algorithm first finds a dense region, which is classified as a cluster, and then expands this region until no other points can be added based on a certain criteria. A region is classified as dense by using two parameters which remain global throughout the search space. The first defines the area to look at around each point, while the second specifies the minimum number of points in this area. If these two criteria are not fulfilled, the point is classified as noise. A point being on the fringe of a cluster may thus be classified as noise at first, until it is consumed during later iterations, by a region classified as a cluster. Two clusters can also be merged into one, if they are nearby.

Another algorithm, named DENCLUE, outperforms the run-time factor of DBSCAN by a factor of 45 [13, 14]. The motivation behind the conception of DENCLUE was to be able to cluster high-dimensional data sets where a lot of noise is present. Most other previous algorithms would either be good at detecting clusters in presence of noise, but not be able to scale when the dimensions increased, or vice versa. The algorithm is based on a strong mathematical foundation, where each point is represented by a local density function affecting the neighbourhood around the point. The neighbourhood region is the volume of the box, as described above, and as such determines the smoothness of the cluster.

The algorithm works in two steps. The first step determines which regions in space that are populated, and these are stored in some efficient data structure, such as a binary tree. During the second step, the clustering takes place, which only operates on the regions found in the first phase. If a region contains many points, the local density functions representing these will affect this neighbourhood to a large extent and thus be classified as a cluster. In this way noise can be efficiently filtered.

### 3.3 Hierarchical algorithms

Hierarchial based clustering methods create a tree structure of the objects in space, where each object is represented as a node, and then either merge or divide these as a means to find clusters. Two competing methods exist with regards to how construct the final representation of the tree structure. The first divides the whole space of objects into smaller pieces, and then merges nodes if a similarity measure has been fulfilled. The second does the opposite,
first constructs a large object which it then divides. Both methods stop when a certain criteria has been met, such as, minimum number of nodes to allow in the tree (the number of final clusters) or minimum number of points to allow for each node (which would then also represent a cluster).

The algorithm known as CHAMELEON does not rely on any fixed statistical model for a given data set when looking for clusters, but instead uses a non-parametric method which adapts to the data at hand [16]. The algorithm operates by constructing graph representation of the data set, where nodes represent data points and weighted edges between these nodes represent similarities. This enables the algorithm to work with both continuous and discrete data sets. The initial step of the algorithm constructs a sparse k-nearest neighbour graph of the data set, while the second step merges these sparse graphs into larger clusters, using two measurements.

The algorithm merges two clusters if they are both relatively nearby as well as exhibit the same shape. The proximity is measured by only looking at the points connected to both clusters, as a sub-graph. An average weight value between the connected points is then computed, and used as a reference to determine if two clusters should be connected or not. One advantage of using points only connected to both clusters by means of sub-graphs, is the ability to handle outliers. The shape of a cluster is determined by the connectivity of the points within a cluster. In other words, the edges, representing similarity between the nodes, must exhibit the same pattern for two clusters to merge. As such, the algorithm can distinguish between two geometrically different clusters.

As with most other algorithms, CHAMELEON uses a fixed set of parameters specified by the user. The first one controls the the size of each sub-graph in the initial sparse graph. As most of the algorithm’s decision making is done by averaging over the weights, this parameter must be high enough for enough nodes to be present in each sub-graph, otherwise the averaging might get skewed. The second parameter can be used to control how the merging is done. The default setting assigns equal importance to proximity and range when determining if two clusters should be merged or not. There might be cases where one or the other should be favoured and these parameters can be experimentally adjusted according to the data being clustered. In their paper [16], they report no major difference for various settings of these parameters, but only a two-dimensional data set was tested. The best-case time complexity is $O(n \log n)$, but in higher dimensions this value grows to $O(n^2)$.
4 Problem Statement, Scope and Limitations

Prior to stating the problem a small set of definitions need to be formalized and basic notation of the problem domain explained.

The data sets considered in this problem domain are sampled from continuous distributions. These distributions are assumed to be fixed and do contain a number of statistical outliers. These outliers are usually the result of measurement errors, but could also be rare natural occurrences in the distribution from which the samples were taken from. In either way, they need to be filtered in order to make a sound prediction.

The dimensions to predict could be either linear or cyclic. An example of a cyclic data set is the measurement of angles using degrees. These values range from 0 to 360, where 0 and 360 is the same angle. A linear data set has a start and ending point, while the cyclic case has neither. Examples of both are shown in figure 4.

Figure 4: The linear case shown on the left and cyclic on the right.

After these few definitions a problem statement can be formulated as: Given an $n$-dimensional data set, containing a percentage of statistical outliers, and a dimension $y$ to make the prediction on, what are the likely values (intervals) on $y$ for a list of coordinates $x_1, x_2, x_3, ..., x_{n-1}$ in the data set?

The main problem of the thesis is to solve this problem using the algorithms developed by Bergkvist and Damaschke to filter the statistical outliers. As such, instead of finding clusters of data, the method derived will look for anti-clusters.

The secondary problem of the thesis deals with finding the most informative dimensions in a multi-dimensional data set. A dimension is said to be non-informative if it shows similar predictions over its range. Both an informative and a non-informative dimension is depicted in figure 5. By reducing the number of dimensions the overall complexity of the problem is also reduced. As such, an effective method is needed to detect the informative
dimensions given that noise is present in the data set. This secondary problem is heavily dependent on finding a robust solution to the main problem of the thesis.

Figure 5: Three figures displaying abstract patterns of data. The left, and right figures show differing patterns depending on the value on the y-axis, and are thus classified as informative. The middle image, however, does not show any variation on the x-axis irrelevant of the value on the y-axis, and is classified as non-informative.

The current state-of-the-art clustering algorithms do not provide a satisfactory solution given data sets prevalent in the life-sciences. There are mainly four criteria that must be fulfilled for clustering to be successful in this area, and they are as follows.

Statistical outliers need to be filtered efficiently. The class of algorithms based on k-means, and variants, do not provide a solution at all to the problem of outliers. Both density, and hierarchial, based algorithms, such as DBSCAN and CHAMELEON, can effectively remove outliers, but this is based on the notion that the user provides the correct parameter settings, which can be troublesome in higher dimensions.

Varying density in regions should not pose a problem when detecting clusters. This is one of the difficulties for density based algorithms, as the parameters defining the notion of a cluster is global throughout the data set. The hierarchial based algorithm CHAMELEON can detect clusters of varying size, but again based on a set of parameters which must be specified by the user. In higher dimensions the proximity parameters of CHAMELEON can make this a daunting task.

The patterns in life sciences are not as clearly defined as the artificial sets presented in literature. Usually these data sets contain simple geometrical shapes, such as circles and boxes, with noise added using a Gaussian filter. Not only are the patterns simple, they are usually clearly disjoint, something which is not common in data sets sampled from the life sciences.

In many cases the user is interested in a small, specified, fraction (a
moment) of the data set. This is connected to the smoothness of the dis-
tributions in life sciences, as opposed to the disjoint, more crude, artificial
patterns described earlier. As such, there is a need for a clustering method
where only a local neighbourhood is being observed, while in the process also
be able to filter noise effectively. None of the clustering algorithms presented
earlier uses this methodology.
5 Cluster Analysis Framework using DiMaxL

5.1 Rationale

The idea behind the framework developed is to reduce the problem of finding almost empty regions in multi-dimensional spaces, into the less complex problem of finding almost empty regions in one-dimension. This can be done by doing an instance-based clustering method where the neighbourhood around a list of selected coordinates is investigated for similarities. To help clarify this dense statement an example will be illustrated using only two dimensions.

Figure 6: Two dimensions from the Alanine data set. The rectangular grey area shows a selected window.

Figure 6 shows a scatterplot of chemical shifts, taken from a nucleus, versus the torsion angle at which this atom is connected to a molecular structure. The idea is thus to try and infer from the chemical shift values at which position the atom can be connected to this structure. As the values are sampled from continuous distributions, a width around the measured chemical shift, known as a window, will need to be specified. A window can be described as a rectangular region in a two-dimensional space, as can be seen in figure 6. In this case a coordinate (chemical shift) on dimension \(x_1\) has been selected and a width around this coordinate defines one side of
the rectangle. The other side of the rectangle covers the whole domain of the dimension \((x_2)\) to predict. The multi-dimensional case is similar to the previous example, although the points to include is best described by a Venn diagram, illustrated in figure 7. Each circle represents the points included for a single dimension (as described above), and the intersection of these are the points included in the multi-dimensional case.

Figure 7: The circles represents valid measurements in the prediction domain and the intersection of these are the considered points in the multidimensional case.

Specifying a too narrow window will result in having too few points to make an accurate prediction (under-fitting). The true local pattern around the specified window may not yet be evident given this narrow width. On the other hand, although specifying a too wide window will yield a large enough number of points to make an accurate (in the statistical sense) prediction, the result will not represent the true local pattern, but instead a more global one. One would thus like to have a window wide enough to include enough points (to avoid under-fitting), but also sufficiently narrow to be able to detect local patterns in the data.

In the optimal case when selecting the width of the window, the sampled data is drawn from either a uniform distribution, or are evenly distributed despite being drawn from a non-uniform distribution. This is, however, rarely the setting and makes the choice of window width complex. A narrow window will successfully detect local patterns in the dense regions of the distribution, while the less dense will require a wider window to yield similar results. As
such, it seems desirable to have a variable choice of window width depending on the density of the region.

There is a trade-off between increasing the width and the accuracy of the prediction. As the width increases more points are added to make the prediction more sound, but the accuracy of the prediction is lowered as a result of this. Once the window is wide enough to overcome the problem of under-fitting there is little motivation to increase the size of the window if the resulting predictions are the same. This is under the assumption that widening the window also adds more than just a few points. Once these properties for a selected width have been reached, it is to be defined as minimal and stable.

Once a window width has been selected we simplify the problem to one dimension. The rationale behind this simplification is due to our assumption that the points in the selected window all belong to one or more local rectangular patterns we would like to detect. To further explain this: assume we have a two dimensional data set, as can be seen in figure 9. A coordinate (and window) has been selected on dimension $x_1$, and one would like to predict the possible values on dimension $x_2$ given this selection. As can be seen in the figure, the window exhibits a monotone behaviour on the $x_1$ axis. As such, finding the rectangle containing the points in this window is equal to finding the interval containing the same points on a line.

![Figure 8: A window being projected.](image)

The most important reason why one would like to simplify the problem to one dimension is that of computational complexity. Finding intervals in one dimension is inherently easier than finding hyper-cubes in multiple dimensions. Once the simplification has been made to one dimension, two different methods can be used to find the intervals containing the data points. The first method focuses on finding the dense regions of data (clusters), while the second method tries to find sparse regions of data (anti-clusters). The latter
Figure 9: A window has been selected where the prediction on the $x_2$ axis shows similar results irrelevant of the choice on the $x_1$ axis.

approach is less computationally expensive and is thus preferred. Despite this advantage both methods share the problem of dealing with statistical outliers.

One way of doing this filtering is by finding the largest empty intervals but with the exception that they may contain a few of these outliers. This problem can been solved in polynomial time by the DiMaxL algorithms, developed by Bergqvist and Damaschke [2], which will be used extensively in solving the problems presented here. A more detailed description of the input and output of these algorithms can be found in the section 5.5.

Given this motivation behind the method being developed, a set of problems have arisen that need to be solved. How does one select the neighbourhood (width) around the coordinates? A measure of similarity between these neighbourhoods, that captures the monotone effects described above, will need to be defined and learned. And last, the number of intervals (empty regions) to look for need to detected.

5.2 Overview

The clustering algorithm presented in this section is divided into four major parts. This overview is meant to give a broad explanation of what the algorithm is meant to achieve in each part as well as introduce some needed notation. As the core of the algorithm uses the DiMaxL algorithms the input
and output of these will be explained as well. Figure 10 shows a flow chart of how the algorithm operates and as can be seen the algorithm works in an iterative way.

During the initial stage of the algorithm, the user has to fix a number of parameters which will both help shorten the algorithmic complexity of the algorithm, as well as make certain assumptions about the nature of the underlying data set.

The first parameter is the maximum number of empty intervals to look for, denoted by $s$. This number does not necessarily mean that the algorithm will always find $s$ number of intervals to be the suitable choice for each instance, but is more a guideline, and will help shorten the run-time of the algorithm.

The second parameter is the percentual number of statistical outliers that the user would like to filter. A way to determine the neighbourhood around the coordinates also need to be specified, and this procedure needs a factor by which to stretch the dimensions, denoted by $k$. The final parameter is the minimum length of an interval, which will be used to remove artificial intervals. A more in-depth discussion about these parameters is explained in sections below.

The second part of the algorithm constructs a DiMaxL instance from the initial set of parameters input by the user. The solutions from this instance
is used as input to a feature extraction part, which sole aim is to determine
the number of empty intervals to look for.

Once the number of empty intervals has been determined, a classification
process is envoked. This process determines if a stable width around the
coordinates has been found, and either returns a stable width or the width
around the coordinates is increased and the algorithm restarts.

The section detailing how the neighbourhood around the coordinates is
selected will be explained prior to the initial phase of the algorithm. This
is due to the fact that one of the parameters specified by the user directly
affects how the neighbourhood is defined, and thus need to be clarified prior
to the initial phase.
5.3 Selecting a neighbourhood around the coordinates

As detailed in the section 5.1 a width around the coordinates need to be specified. How much should the width be increased at every iteration when looking for this *minimal stable* width? The approach taken to this problem is to, in advance, decide how much the width should be increased at every iteration. The first step in this process is to determine the *lower* and *upper* bound each dimension can *reasonably* assume by removing the statistical outliers at the edges of the distribution. This can either be done manually or automatically. Once these two values have been determined the *span* of the dimension can be calculated:

\[ \text{span} = \text{upper bound} - \text{lower bound} \]  

(2)

This span would then be divided by some factor \( k \in \mathbb{N} \), specified by the user, which would give us the *delta* width at each iteration (from now on this value is denoted by \( \delta \)).

\[ \delta = \frac{\text{span}}{k} \]  

(3)

By doing this for each dimension we ensure that they are all stretched uniformly according to their distribution. Although the method is crude, it is simple, and allows the user to control an important aspect of the results, namely the minimum accuracy by which a prediction can possible have. This parameter obviously also determines the level of granularity by which the algorithm can detect patterns. Setting this value too low and the finer details might be missed.

5.4 The initial phase and user parameters

Most of the parameters given by the user can be automatically infered by running a number of tests on each instance, but the algorithmic complexity of DiMaxL would require a much longer running time (per instance) compared to simply allowing the user to specify these manually.
The first parameter specified by the user is the number of empty intervals, \(s\), the algorithm should maximally look for. This parameter could be automatically inferred if the algorithm would be run \(O(n)\) number of times for each instance, under the assumption that the feature extraction part is able to determine the number of intervals for each instance. Some knowledge of the data set is thus required by the user, as this parameter is specified manually.

Since the data sets do contain a number of statistical outliers, the algorithm needs to know how much of the data is to be considered as such. A number of ways can be used to specify the amount of outliers present in the data set. The reasonable measurement to use is a percentage based value, given the amount of points currently being considered. To clarify this part an example will be used: Assume a data set contains 1000 valid data points, and 2\% of these are considered as statistical outliers. A neighbourhood is selected where 200 of these points are included, and as such 4 of these 200 points would be considered as outliers. This value is thus relative to the local neighbourhood.

Previous section outlined the purpose of the parameter \(k\), known as the factor.

The last parameter deals with smaller intervals, which may be considered artificial holes, possibly occurring due to unexpected regularities in the sampled data. These artificial holes are present in areas (on the line) where there is otherwise a clear pattern (either present or emerging). The feature extraction tool, which deals with finding the number of correct empty intervals to look for, may have problems with these unexpected regularities, and thus needs a parameter that specifies the minimum length for an empty interval. The rationale is that the user, who in advance already knows parameter \(s\), will also have an idea about the length of the intervals, and can thus help remove some of the shorter ones which may occur as described above.

Once these parameters have been specified, and a list of windows selected, as well as a dimension to predict, an initial DiMaxL instance is created.
5.5 Solving an instance using DiMaxL

The first task is to find all the points to be included in the given instance, as specified by the choice of windows, and project these onto the dimension one would like to predict. This new one-dimensional problem of finding the almost empty regions is now solved using DiMaxL.

Although the user specifies the statistical outliers in percentage, the algorithms work with whole integers when specifying the number of points to regard as such. Bergkvist and Damaschke denote the number of points to regard as outliers by \( p \), and the same notation will be used here. Below is a set of notation connected with the DiMaxL, which will be used throughout the remainder of the text.

\[
s = \text{number of intervals to look for}
\]

\[
p = \text{the fixed number of points to regard as outliers in a given instance}
\]

\[
n = \text{total number of window points in an instance}
\]

\[
p/n = \text{percentage based number of points to allow in an instance}
\]

The algorithms use a dynamic programming scheme and thus return the solution for every combination of \( i = 1, \ldots, s \) (intervals) and \( j = 0, \ldots, p \) (outliers). For every solution the length of the intervals, the number of points included, as well as the starting and end point of these are returned. These sets of solutions will be used both by the feature extraction tool, to figure out the correct number of empty intervals, as well as by classifier when determining the stable width.
5.6 Extracting the correct number of intervals

![Diagram: Input and output of the feature extraction tool]

Figure 13: The input and output of the feature extraction tool.

As the method developed is motivated by comparing the almost empty regions, and not the dense ones, care must be taken when selecting these. In regions where density is high, adding an superfluous interval will do nothing more than perhaps increase the total length of a solution by a small amount. In less dense regions, however, adding an interval may increase the length of the total solution by a greater margin. Although one may not see this as a huge issue when running a single instance under the supervision of a user, this problem creates obstacles when the framework is to find the informative dimensions.

The problem is related to missing and (or) lack of valid values in higher dimensions, resulting in high fragmentation. The same problem can be observed, in lower dimensions, if the factor used to stretch the dimensions is too high, which results in few points being added each iteration. In situations where this occurs the minimum length of an interval plays a crucial role to try and minimize this effect, but is not a complete solution to the problem. In a certain sense, this problem stems from the fact that the algorithm is looking for anti-clusters, which will be less affected if fewer points are added each iteration, as the outliers will be even less common in this case.

There are a few assumptions which can help detect the correct number of intervals. The first assumption was touched upon previously, and is that of fragmentation. If an instance on the line is highly fragmented, the solution’s start and end point can reasonably be assumed to shift a lot. Put differently, the intervals will tend to jump around, for different values of $p$.

At first an attempt was made to try and create an intermediary solution, for a given instance, which would capture this behaviour. The idea was to create, from the set of solutions returned by DiMaxL, a more monotone solution, using a set of rules and assumptions. This monotone solution would try and fix the intervals at a given position (to the best of its ability), and those intervals which, despite these rules, did still jump around, would be regarded as emerging patterns and could be discarded as empty intervals. The combinatorial nature of the problem itself did, however, result in many
heuristics for the many special cases. Although this method was successful in lower (2-3) dimensions, where fragmentation was relatively low, it did not work well in higher dimensions. During this phase the artificial holes were discovered and the choice was made to allow the user to specify a minimum length for the intervals.

Instead of recreating a monotone solution, backtracking the set of solutions can give us an insight into the number of likely intervals for an instance. The idea is to find the solutions, in the set of solutions, which can give us hints as to how many intervals there should be. The algorithm is recursive and can be explained as follows: Look at the solution with $s=s$ and $p=p$. Inspect each interval and if one of them is less or equal to the length of an artificial interval, as specified by the user, then we reduce the number of intervals by one, and we start over again. If none of the intervals can be considered artificial then we compare them for adjacency instead. Given that two intervals are separated by a single point (they are connected to the same point), then we assume one interval to be artificial and reduce the number of intervals by one, and start over again. If none of the above applies, then we try and reduce the number of points instead. This will, however, only be done if the resulting solution (with one less point) has similar length as the previous one. The whole algorithm is shown below in pseudo code.

```
intermediarySolution( int : s, int : p ) : void
if $s > 1$ then
    for all intervals as $i$ do
        if $i$ is considered artificial then
            return intermediarySolution($s-1, p \leftarrow initialPoints()$)
        end if
    end for
end if
if $p > 0$ then
    if solution with one less point is has similar length then
        return intermediarySolution($s, p-1$)
    end if
end if
if $s == 1$ and $p == 0$ then
    $p \leftarrow min(3, initialPoints())$
end if
end intermediarySolution
```

Once the algorithm has finished the assumed number of intervals for a given instance is returned.
5.7 Defining and classifying neighbourhood similarity

A measure of similarity between instances needs to be defined, and learned, in order to find the stable width. As previously noted, the number of intervals for a given instance plays an important role with regards to the length of solutions, and it is partially the length of solutions which will be used to create the measurement of similarity between the instances.

Prior to stating the measurement in detail some brief notes will be made as to how this measurement was conceived.

In the most extreme case a width of zero is selected around coordinates chosen by the user. Most likely, given the fact that the measurements are taken from continuous distributions, very few (if any) points will actually be contained within this narrow window. By gradually increasing the width, the pattern around the coordinates will start to take shape. If the DiMaxL algorithms would be run on these instances, the reasonable thing to assume would be to see very different solutions until the true pattern is starting to clearly show. One way of determining if a stable width has been found would thus be to try and classify when this true pattern has finally emerged.

The first measurement used was the correlation between number of points included in the intervals versus the total length of solutions. To be more precise, the number of points included was specified as the ratio of \( \frac{p}{n} \), and the total length was in percentage, to normalize the learning procedure. A graph showing this correlation for two instances is displayed in figure 14. The assumption was that these two graphs would have similar shape once the true pattern emerged, while they would not have similar shape prior to this.

A way to measure similarity in this case was that of average deviation. If two graphs look similar the deviation between points on the graph will remain roughly the same throughout the graphs. The graphs which would not look similar to one another would deviate from this average deviation, and add to an error value. This error value would in turn be used to classify two given instances as either stable or not stable. The error function used to capture this behaviour is the mean squared error function, which is shown below.

\[
E = \frac{1}{k} \sum_{i=1}^{k} (\hat{d} - d_i)^2
\]  

(4)

The value \( k \) is the number of points used to compute both the average deviation, as well as the total error. The average distance is denoted by \( \hat{d} \), while the distance at point \( i \) is denoted by \( d_i \).
At first, a k-nearest neighbour (KNN) classifier was used to classify if two instances would be considered stable or not. Although the KNN method can be an effective classifier, if the different classes are clearly defined, it has difficulty capturing more advanced patterns of classification. This became prevalent in situations where few points were included in the first few windows considered, which would often take place when multiple dimensions were used. To remedy this the δ would have to be increased by lowering the factor. This in turn resulted in a much less accurate prediction that did not represent the true pattern around the selected coordinates.

Instead of using a KNN classifier, an artificial neural network (ANN) was used to try and learn the more complex nature of the error function. Although the error rate, when testing the classifiers, was lower (close to 98% correctness) compared to that of the KNN classifier, empirical tests still showed the same flaws as described above. The hypothesis of how to accurately describe when two nearby instances are stable had to be revised.

A few important factors made the previous assumption about how to describe stability between instances flawed, and these were noticed during the testing of the KNN and ANN classifiers. First off, the graphs did not show enough variation (with regard to deviation) to be able to use the average deviation as a measure of stability. In many cases, as described above, too few points could be used between instances to make an accurate classification. Secondly, the measurement itself did not correlate to the width, nor...
the amount of points, but instead to the behaviour of the graphs, which is unpredictable given the nature of the problem. In many instances where one may have classified two instances as stable, the graphs would not fully correlate. These instances had one thing in common though, they would usually end up at the same total length (given maximum value of $p$), while the first moments of the graph would be chaotic. This is to be expected, however, and gives a hint at what to really measure instead.

The commonality between two neighbourhoods (widths) is better measured by the average distance between them. In other words, a small distance between the graphs of two neighbourhoods is a good measure of commonality. The average distance error function, as described earlier, is only valid if enough points ($p$) acts upon the error function, but this becomes a catch 22, given the small amount of points during the initial widths. And as one increases the width, the classification process becomes a tautology, due to the facts described above, where it only really relies on the amount of points in the window. The new error function thus look as follows.

$$E = \frac{1}{k} \sum_{i=1}^{k} d_i^2$$  \hspace{1cm} (5)

There is no average distance at all, but instead only a distance which is squared to account for negative distances. As with the previous classifier, an artificial neural network was used to learn this error function. A feed-forward back-propagation network was used, using three hidden layers containing three neurons each.

### 5.8 Description and pseudo code of the algorithm

Using what was previously described, with regards to selecting the number of intervals and classifying widths, the full algorithm can be presented and described.

As input the algorithm takes the number of intervals to look for, the percentage of outliers ($p_n$), the list of coordinates, a factor to stretch the dimensions with ($k$), and the instance which is returned (and thus needs to be a pointer or reference). The algorithm returns the number of intervals for the computed instance, or zero if no valid instance can be found.

Instead of describing every instruction in the algorithm, a broader description of the events are presented instead. The actual creation of the DiMaxL instance assumes that the algorithm knows about the cluster in question, but could obviously also have been used as an input parameter.
The algorithm starts by creating the initial instance. It then checks to see if we have enough points in the window currently being looked at, and returns if we don’t have enough points. This is a check which only matters during the first iteration of the algorithm, but given that it is not a major performance issue, it remains each loop.

When the first few checks are done the algorithm solves the instance using DiMaxL, computes the number of intervals, and adds this to a list of instances (adjacent). If this list contains enough (two) instances some further checks are made, prior to classification. If the two instances contain the same number of points \( p \), then we increase the width a bit, as these instances can be considered artificial and will be classified as stable no matter what.

Once this is done we check fragmentation. This is done by comparing the solutions containing the maximum number of points \( p \) from each instance. If these intervals do not intersect with one another, they are considered too fragmented and we increase the width.

Finally we check to see if the instances are stable, by using the classifier as described above.
subseq( int : s, double : pn, [Coords] : coords, int : k, Instance : ins ) : int

i ← 1
[Instance] : adjacent
while i ≤ k/2 do
    Instance : currIns ← new instance using s, pn, i, coords
    if too few points in current window then
        return 0
    end if
    solve currIns using DiMaxL
    compute and set number of intervals for currIns using intermediarySolution
    append currIns to the adjacent
    if size of adjacent = 2 then
        if both instances have equal number of points p then
            remove oldest instance from adjacent
            i ← i + 1
            continue
        end if
        if the intervals from the last solution from both instances do not match then
            remove oldest instance from adjacent
            i ← i + 1
            continue
        end if
        if the instances are classified as stable then
            instance ← currIns
            return number of intervals computed for currIns
        end if
        remove oldest instance from adjacent
    end if
    i ← i + 1
end while
return 0
endsubseq
5.9 Finding the informative dimensions

A dimension is considered non-informative if the pattern remains the same over its whole range. As such, it can be removed from a larger set of dimensions without altering the outcome of the pattern. The clustering algorithm presented in the previous section will be used to detect these non-informative dimensions.

One popular method used, when reducing the number of dimensions, is that of stretching the dimensions [19].

The idea is to make two queries, where a query is defined as an instance to be solved by DiMaxL using the previous algorithm, and compare these. One query containing the full set of dimensions and the other with one of the dimensions removed. The results of these two queries are then compared, and if they are equal one can conclude that the dimension being considered does not add any relevant information to the query. By querying a large enough sample on the data set, a pattern can start to emerge, which in turn can be used to classify if a dimension is informative or not.

Instead of considering every solution, for every given \( p \), only the one with the highest \( p \) will be considered when comparing two queries. The motivation behind this is two-fold. First, it is motivated by how the similarity between instances was defined earlier, which dictates that most solutions will be similar in length. Secondly, the most reasonable solution to select, of all solutions, is the one with the highest \( p \), as the intervals will be maximized in this solution. The hope is that the neighbourhood selected by DiMaxL as stable is so dense, that even maximizing the number of points \( p \) will not affect the total length of the solution drastically. This can not be guarenteed if some other solution, with fewer points, is selected.

The error function used when finding the informative dimensions is equal to that of finding the stable width. The distance \( d_i \) is the comparison of two instances with one dimension removed. The number of tests used to classify, wether a dimension is informative or not, should be specified by the user as a percentage of the valid instances. This value is denoted by \( k \) below. Naturally, the higher the percentage the more accurate the reduction will be.

\[
E = \frac{1}{k} \sum_{i=1}^{k} d_i^2
\]

There are a few things to overcome when making the reduction. As the queries used as reference will have to be randomly selected from the data set, care must be taken to select a factor that encompasses enough valid instances. This is a huge issue in higher dimensions, if the data set is not
large enough, or if there are a lot of missing values. As the reduction removes dimensions, theoretically the factor could be increased (thus lowering the $\delta$), but an automatic choice of this value is difficult to establish. To clarify, in higher dimensions a lower value of the factor will usually tend to be needed, thus lowering the accuracy of the prediction. This factor may be so small, that the $\delta$ at each iteration is too large to detect the finer details of the patterns, thus resulting in similar predictions (over-fitting) over the whole range.

Two solutions exist to this problem. One either uses the same value throughout the whole reduction, or a different value is specified, once a reduction has been made. The first option is less accurate, while the second one requires intervention from the user at each reduction, thus potentially increasing the already time consuming problem by an arbitrary factor.

If two dimensions are tested and classified as non-informative, as described above, the dimension with the highest error value should be removed and the test re-run. This increases both the run-time complexity factor, as well as the assurance that the correct dimensions are removed. Assume there are five dimensions, excluding the dimension to predict, and we check the data set for informative dimensions by removing each dimension once. The dimensions classified as non-informative would then be ranked, and the dimension with the highest error value would be removed from the data set. The algorithm would then re-run the test with the remaining four dimensions, and so forth.
6 Results

6.1 Stable width classifier

In this section results relating to the stable width and the ability of the framework to accurately detect patterns and remove noise, for various choices of factor, are presented. As the multi-dimensional case is difficult to illustrate, only two-dimensional examples are presented. The multi-dimensional case is, however, not different from the two-dimensional one, given that the measured data is taken as-is, and then projected to a single dimension. The problem in higher dimensions using this method, is the lack of valid values, but this can be simulated by means of increasing the factor in the two-dimensional case.

Figure 22 shows the results from the artificial neural network used to classify the stable instances. Close to 600 instances were used in the training set, and out of these a third were used in a cross-validation set.

A selection of various types of patterns found in the data set from the protein measurements are illustrated. These selections are presented using two figures containing two images.

The first represents the data set, illustrated by a scatterplot, while the second figure shows the total length of solutions given a specific coordinate and factor. These results have been generated by taking 20 equidistant points (in relation to its nearest neighbour) over the dimension’s whole range. The factor ranges from 10 to 150, where a higher factor gives a lower $\delta$ width. By generating the results this way, all types of data (dense or sparse) is ensured to be included. The artificial holes parameter was set to 3% of the total prediction length.

The second figure shows how the algorithm interprets the data set as it projects the windows onto a single dimension. Both the pre-processed instances, containing noise, as well as the post-processed, are displayed. These figures have been selected at various factors to illustrate some of the strengths and weaknesses with the method used. The last figure illustrates what happens when the noise ratio is increased.
Figure 15: The error rate of the ANN using the training and cross-validation set.
Figure 16: The upper image showing two dimensions from the Alanine data set, while the bottom images displays the length results of solutions for various factors.
Figure 17: The upper image shows the raw instances, as input to the DiMaxL algorithm, and the bottom image shows noise removed (final result).
Figure 18: The upper image showing the raw Alanine data set, while bottom images displays the length results for various factors.
Figure 19: The upper image shows the raw instances, as input to the DiMaxL algorithm, and the bottom image shows noise removed (final result).
Figure 20: The upper image showing the raw Alanine data set, while bottom images displays the length results for various factors.
Figure 21: Three patterns emerging with varying selection of noise.
6.2 Informative dimensions

The first figure displays the success of the artificial neural network in determining if a dimension is informative or not. Around 130 instances were used to train the network, and out of these a third were used for cross-validation. A factor of 30 and a noise ratio of 3% was used to generate these results.

The two final figures show the results of the informative dimensions classifier on two dimensions from the Alanine data set. During each iteration one dimension is removed and compared with the full data set. If two graphs deviate from one another, then the dimensions are informative, otherwise non-informative.

Figure 22: The success rate of the ANN on the training and validation set.
Figure 23: The upper image displaying dimension 0, while the bottom displays dimension 3.
Figure 24: There is little change in the results whether or not the third dimension is added, as can be seen in the bottom image. The upper image shows the opposite, however, and marks dimension zero as informative.
7 Discussion

7.1 Stable width classifier

The ANN used to learn the minimum distance function quickly converges to a low error rate. This is to be expected, however, given the simple nature of the function. Because of the fact that the training examples were classified manually, some faults may have occurred during this process, thus making the error rate of the training and validation set hover around 2% and 4%, respectively.

Given how DiMaxL operates, only the truly sparse regions of data is filtered, assuring that the true regions of dense data remains intact. Even when increasing the percentage of outliers to filter, the pattern detected by the algorithm is more or less same, as can be seen by the last figures in the results section. In some parts of the these plots, even when as high as 4% noise is removed, there are still sporadic points scattered. Although these may look like individual points, the likely scenario is that there are two tightly connected points, which make it look like one. Either way, these sporadic points do not affect the overall result by a large margin, as the area around them will be classified as empty.

The method also seems to be invariant to differing choices of factor. Although there are cases where the factor does give differing answers, as a whole the results are the same. Only when the factor comes near 10 do the results seem to overfit. When the average distance measurement was used as a means to detect the stable width, under-fitting was the most difficult problem to overcome, but this does not seem to be major issue when using the minimum distance measurement. The reason for this is two-fold. Not only do we measure stability by means of graph comparison, we also measure it by looking at the location of the empty intervals. This effectively seems to counter the lack of measurable data available when there are too few points in a window.

Most results show a similar pattern compared with the original data, even when more complex patterns are present. There are, however, exceptions to the rule. Figure 21 displays an almost rectangular pattern as a result, while the bottom left area of the original data, between 6.5 and 7.5, could be perceived as noise and not valid data. One reason why this overfitting has occurred is the the choice of factor. A higher one would most likely have detected this less dense area as noise, as can be seen by previous patterns detected with a factor of 150.

Although the results do not present a comparison with the current state-of-the-art algorithms, some points can be made with regards to their per-
formance on data sets from the life sciences, compared with the method presented in this paper. The k-means variants will not be dealt with at all during this comparison, given the fact that they do not filter outliers at all.

Both CHAMELEON and DBSCAN (including variations) can effectively remove noise, but fine-tuning their respective parameters can be troublesome in higher dimensions [9, 16]. The DiMaxL algorithms work in a much more crude way, but ensures noise removal where density is low. Setting the percentage of outliers to remove slightly higher than the expected number, does not seem to alter the detected pattern by a large margin either. By only having one parameter controlling the level of noise to remove, the complexity of the final application is lowered.

Most algorithms, except those based on kernel methods, operate on the whole data set, when perhaps only a small fraction is of interest to the user. This creates a large overhead when huge amounts of data needs to be processed, as the algorithms, in worse case, have a complexity of $O(n^2)$ [16]. In the current data sets tested, the algorithm would usually find a solution with less than 1000 points in the window, ensuring fast execution. Although no large study has been made to back up this claim, the large number of tests done during the development of the framework does point in this direction.

It is not the number of parameters required by the framework, which makes it simply to use, but the simplicity of the parameters. Many other frameworks rely on the user to make assumptions about the distributions, and/or detailed knowledge about the sometimes complex parameters that need fine-tuning. This added complexity has its pros and cons. The parameters, although complex, does add flexibility to the frameworks, but at the expense of usability. The framework presented does not have many complex parameters, although some knowledge about the data is required by the user. This makes it, hopefully, not only easy but also an effective method for practitioners in areas such as life sciences, where the task is find patterns in data where other methods have previously been less successful.

### 7.2 Informative Dimension

As with the stable width classifier, there is little problem for the ANN to converge to a low error rate. The training set is lower than for the stable width set, but this can be attributed to the time consuming process of producing a single instance. Each instance is constructed by running around 100 random queries, making the total number of instances executed a bit over 13000.

The results show similar results for dimension three, and this is to be expected, given the symmetric nature of this dimension. Every solution hovers around 60% length, while dimension one varies between 55% and
These results show very clearly a non-informative versus informative dimension, but in some cases this may not be as evident.

This is especially difficult in less dense areas of distributions, and where missing values are common. As such, care has to be taken when selecting the factor when reducing dimensions. The optimal case would be to, at every iteration, select a different factor which is most suitable for the specific reduction. This can be time-consuming, however. Another approach, to remedy the lack of valid instances, would be to use a less strict procedure when determining if an instance is valid or not. At this point, the neighbourhood at the first iteration is used as a reference, but maybe one can increase this starting neighbourhood when determining if an instance is valid or not. This would allow higher factors in higher dimensions, and thus solve the problem of over-fitting.

A second issue to overcome, also visible from the results, is that even informative dimensions can show equal results during some parts of the graph. This can be seen between query number five and ten, in figure 24. In this example only a few queries show similar results, but this raises the question as to how many similar results to allow when judging whether a dimension is informative or not? Most of the training examples were classified by comparing graphs, but perhaps a more in-depth approach should have been used; in cases where there was confusion more than 100 queries was used to try and more accurately describe the instance. What this ultimately comes down to, however, is processing time. The user could select a much larger sample to make the judgement more sound, but at the expense of time.

Most tests show difficulty selecting a factor higher than 30 when the number of dimensions exceed three. The tests were mainly done using some of the more populated data sets, where the dimensions would have 1500 to 3000 valid data points. As has been noted earlier, when lowering the factor too much, over-fitting is an issue, and can thus severely limit the use of dimensionality reduction if few data points are present in the data sets being examined.
8 Conclusions and Future Work

The framework developed does show promise with regards to filtering statistical outliers while still maintaining the underlying pattern of the distributions. Even varying selection of noise removal does not seem to affect the detected pattern by a large margin. The suggestion is thus to set the noise removal to a bit higher than expected, and if need be manually adjust it for each query.

Although some generalization of the underlying pattern is made when using projections, the overall results show little over- and under-fitting, irrespective of factor. The choice of factor still remains the most difficult parameter of the framework, and a more elaborate study as to whether this parameter can also be optimized need to be made. Despite still having a parameter which the user will have to fine-tune for each data set, the parameter itself is simple to understand and thus increases the usability of the framework.

The algorithm which determines the number of empty intervals to look for can more than likely be improved upon. At this point the algorithm selects the number of intervals by means of heuristics, and obviously there is a desire to make this process more scientifically sound compared to the current method. The way in which the framework has been constructed, software engineering wise, makes the task of incorporating a new version very easy. This is also true for all other modular parts of the framework; selection of neighbourhood, clustering algorithms and stable width classifier.

Many of the tasks of the framework can be optimized through parallelization. At this point the framework does not make use of multiple cores, which is standard in today’s computers. The DiMaxL algorithms can be heavily optimized by use of parallelism given that dynamic programming is used as method to solve the problem. As the framework relies on comparing different instances from DiMaxL, this process can also be optimized by the same means. In the future, the hope is that both algorithms can be converted to c++, while also making the framework operate in a client-server fashion, where a central server stores the solved instances. Using this setup a group of people collaborating can more easily solve a task without having to worry about duplicating each others’ work.

The major obstacle for the dimensionality reduction part is missing or lack of values. With enough points, the function seems to be working properly, but one has to be wary of too little data with increased dimensions. It is thus recommended to reduce the dimensions semi-automatically by using a separate factor for each reduction. One solution to this problem is to use a less strict function when deciding if an instance is valid or not.
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