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Abstract

Satellite mobile communication has attracted a lot of attention in the last decades. Large reflector
antennas (10-20m) with an array of a few hundred feed radiators are employed in such systems.
This is also known as array fed reflector antenna systems. The radiators are at L or S-band® with
combining of the receive and transmit functions. A diplexer is used to separate receive from
transmit.

In this thesis, a multi-beam antenna (MBA) satellite communication system with high beam gain
and frequency reuse capability is modelled in Matlab. A simple model which demonstrates the
beamforming algorithms is modelled in Simulink as well. In the system simulation, beam overlap
is achieved by employing a beamforming network. Flexible power sharing and even traffic
distribution between different beams are accomplished by using the Butler Matrix Power
Amplifiers (BMPAs). Each BMPA contains two Butler matrixes that connect back to back with
High Power Amplifiers (HPAS) in between. One Butler matrix is used to even the power load for
the HPAs and the other one is used for routing the signal to the desired output port. Identical 4 by
4 Butler matrixes are used to reduce the mass, insertion loss and increase the flexibility of the
transmit system as compared to a single large Butler matrix.

A geostationary (GEQ) satellite with a focal array which has 42 antenna elements is our focus. The
transmit system performance is measured by evaluating the gain variations on each beam coverage
edge and investigating the side lobe levels (SLL) of the same frequency beams. The receive
system is measured by the noise performance. The mutual coupling effect between the antenna
elements could be measured as well. The transmit and receive systems are combined with
diplexers and the isolation level is defined. The system model can be easily extended to a much
larger array by using the same concept as described in this thesis.

Keywords: Satellite mobile communication, Array fed reflector antenna system, System
modelling, Beamforming network

! Interms of the Land S band, we refer to around 1500 MHz and 2100 MHz, respectively.
1]
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1 Introduction

1.1 Background

For mobile communication via satellites, large reflector antennas (10-20m) are used. They are fed
by an array of a few hundred radiators. The radiators are at L- or S-band and combine the receive
and transmit function. A diplexer is used to separate receive from transmit. A transmit and a
receive network connect the diplexer with the beam-forming computer or analog beamforming
network via A/D and D/A converters. There are several possible topologies at the transmit side.

In order to form multiple beams simultaneously covering the entire Europe, multiple beam
antennas (MBA) are used. Multiple beam antennas, which enjoy the benefits of flexible antenna
pattern control if a beamforming computer is implemented and simultaneous multi-beam forming
capabilities, achieve significant system performance improvement compared to mechanically
steered antennas. Spatial filtering can be employed by multiple beam antennas with multi-beam
pattern, which can enhance the performance of satellite mobile communication systems in terms
of capacity, coverage and throughput. Thus, MBA will play an important role in future mobile
satellite communication system establishment.

Beam forming network, which is used in satellite communications, is a key factor in a multi-beam
antenna system, especially in array fed reflector antenna systems. Analog beamforming (ABF)
method and digital beamforming (DBF) method are the two ways to realize phase and amplitude
control in MBA. Although DBF provides a lot of advantages, such as beams can be assigned to
individual users, easy to upgrade and optimize, microwave analog beamforming is quite popular
as it is easier to implement with Microwave Monolithic Integrated Circuit (MMIC) technologies
[1]. Thanks to this technique, microwave beamforming can miniaturize adaptive array antennas
and gain expense advantages. What is more, microwave analog beamforming provides easy
frequency and timing synchronization as the signal-to-interference-plus-noise ratio (SINR)
increases due to combining the signal before the A/D converter [2]. Last but not least, the DBF
suffers from high power consumption and high mass payload.

An MBA provides plenty of advantages: The cost of the multi-beam antenna is rather low
compared to the conventional methods. In the conventional method, each beam is generated by a
single antenna. The beams on the ground are then far apart and the gain at the beam edge is quite
low. By employing MBA and feed sharing technology, we can generate multiple beams
simultaneously and have a nice beam crossover level. In addition, the multi-beam system can be
easily reconfigured by using a digital beam forming network. This increases the system flexibility
and reliability.

1.2 Purpose

The purpose of this thesis is to model an array fed reflector antenna system for L or S band
satellite communication. The work is implemented in Mathworks'™ Matlab and Simulink [3]. The
principle for the array fed reflector antenna system is studied and the structure of the system is
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modelled in Simulink.

The task is to model a realistic system containing the essential parts such as the onboard
transmitter network and receiver network. An ideal structure needs to be built at the first step and a
large and complex realistic system needs to be built piece by piece in the end.

An array fed reflector antenna consists of a lot of antenna elements which together constitute a
quite complex system. Different parts about this complex system, such as the onboard power
utilization, the intermodulation problems, the gain performance of each beam and the receiver
noise calculation, should be considered, studied and simulated in an attempt to get a big picture
about the whole system as well as the performance of this system. Simulink provides an intuitive
way to model, simulate and analyze communication systems; it is a good tool to run system level
simulation. Therefore, building a simple model in Simulink could be a good start.

1.3 Outline

Chapter 1 gives a brief background of this thesis. Chapter 2 depicts the satellite system design
problem and the necessary theoretical background which will be used in the following chapters.
Chapter 3 illustrates the onboard receiver system design methodology and Chapter 4 shows the
simulation result of the receiver system. Chapter 5 emphasizes on the onboard transmitter system
design and Chapter 6 sketches the simulation results. Chapter 7 integrates the receive system and
the transmit system by using diplexers. The system tolerance test results are also shown in this
chapter. Finally, Chapter 8 discloses the results of this thesis work and the proposed future work.

1.4 Abbreviations and Acronyms

Charmant Strategic Research Centre on Microwave Antenna Systems
Chase Chalmers Antenna Systems VINN Excellence Centre
AFR Array Fed Reflector

MBA Multiple Beam Antenna

DBF Digital Beam Forming

ABF Analog Beam Forming

BFN Beam Forming Network

BMPA Butler Matrix power amplifier

GEO Geostationary

HPA High Power Amplifier

LNA Low Noise Amplifier

TX Transmitter

Rx Receiver

SSPA Solid State Power Amplifier

2



TWTA Travelling Wave Tube Amplifier



2 Satellite System Design

2.1 Array Fed Reflector Antenna System

This on board satellite communication system consists of the array fed reflector antennas,
diplexers, high power amplifiers (HPASs), beamforming network (BFN), mixers, digital to analog
(D/A) and analog to digital converters (A/D), and digital signal processing module. The transmit
band is 2160-2200 MHz and the receive band is 1980-2025 MHz, respectively.

A distributed antenna array and a reflector are included in an antenna array reflector system. The
formation of the beams of such a system is due to placing the antenna elements into different
positions with respect to the focal point of the large reflector. L or S-band mobile satellite
communications using GEO satellite is being developed to facilitate use of satellite mobile phones.
A large deployable reflector, a feed system and a beam forming network are the essential parts in
order to generate multiple beams, achieve frequency reuse and high gain performance. In our
system, a 12 meter main diameter reflector antenna with 6.3 meter focal length is employed. The
feed array consists of 42 antenna elements which could form 22 beams simultaneously by using
beam sharing techniques. In fact, each beam is formed by 7 antenna elements with a hexagonal
distribution and the centre element’s amplitude is 10 dB higher than the lateral elements, which
means a 10 dB tapering in order to increase the aperture size, fully use the reflector and achieve
the best performance.
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Figure 2- 2 Array fed reflector

2.2 Basic Concept for Beamforming Antenna Arrays

Radiation Pattern

Radiation Pattern refers to the relative radiation power distribution of an antenna as a function of
the direction in space.

Main Lobe

The main lobe of an antenna radiation pattern is the lobe containing the maximum radiation
power.

Side Lobe

Sidelobe means the lobes in any direction other than that of the main lobe in an antenna pattern.
Directivity

Directivity is a figure of merit of antenna performance, which measures the fraction of maximum
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radiation power compared to an isotropic radiator. It is defined as,

47PowerRadiatedPerUnitSolidAngleInDirectiong,

0
2.1
TotalPowerRadiatedByAntenna ) 2:)

D(gp, 8) = max(

Antenna Efficiency

Antenna efficiency measures the ratio of the amount of power radiated into space by the total
power received by the antenna.

Antenna Gain

The maximum antenna gain is the product of the antenna efficiency and the antenna directivity.
That is,

G=nD (2.2)

UV Coordinate
The UV coordinate is a common way to show the antenna radiation pattern using a transformation

of the (8, ¢) coordinates. Normally, we define U =sin@cose and V =sinésing . Here,

0, represent the azimuth and elevation angle of the three dimensional antenna pattern

respectively.
Effective Isotropically Radiated Power (EIRP)

The EIRP describes the product of transmitted power and antenna gain in terms of an equivalent

isotropic source with power, P,G,, radiating uniformly in all directions.

EIRP = RG, (2.3)

Effective Aperture

The effective area represents the amount of power that is captured from the passing plane wave
and delivered to the antenna.

22

Ay =—G (2.4)

A
Normally, the radiation pattern of a single antenna element is quite wide with low directivity [4].
For satellite communication applications, because of the considerably large distance between the
transmitter and the receiver, it is desirable to have very high gain antennas. For a GEO satellite
communication system, the distance between the satellite and the earth is around 36,000 km. This
will introduce a high free path loss which needs to be compensated by higher EIRP.

The constraint condition on wavelength and antenna size is 63gg(degrees) = 70*A/ d where 03q, is

the half power beamwidth, A is the wavelength and d is the dimension across the antenna aperture.

For a reflector antenna, the dimension d should be larger than 10* A. Low frequency means that

the wavelength is large, implying a large antenna, and vice versa. As the frequency increases the
6



antenna size reduces for a given beam width but the attenuation of the atmosphere increases. Thus
there is a trade-off. Our system works in L or S band, where the atmosphere attenuation is rather
small and can be neglected.

On the satellite side, normally a large reflector could be used to increase the beam gain. The gain
of a beam is proportional to its 3 dB beam width and their relation is given by,

G oc 1/(BW)?

This relationship shows that the higher gain a beam has, the smaller will the beam width be.
Smaller beam width means that more beams are needed in order to cover a certain area. The more
beams we have, the more complex the system will be.

2.3 S Parameters

The S-parameters, which refer to the scattering matrix, is a useful method to quantify how RF
power propagates through a multi-port network. The S-matrix allows us to represent a circuit or a
complex network as a simple "black box". The external behaviour of this black box can be
predicted and measured without knowing what is contained in it [5].

In an N port microwave network, power can propagate from any port (as input port) to any other
ports (as output ports). The power can be reflected back as well. As both the magnitude and phase
of the input signal could be changed by the network, S-parameters are complex containing the
magnitude and phase information about the network. In general, these parameters are frequency
dependent.

The S parameter matrix of an N-port network is a square matrix with N? coefficients
(S-parameters). They can be measured by sending a single frequency signal into the network or
“black box” and detecting the signals exited from other ports. In the most basic sense,
S-parameters refer to radio frequency (RF) "voltage out versus voltage in". If a wave is incident
on one port, a part of the signal power is reflected back out of that port and other parts of the
power exit from other ports. For the two ports network, the S-matrix has four S-parameters which
are Sy, S1o, Sp; and S,,. These four quantities are complex numbers with amplitude and phase
information about the signal. Generally, we can write

2 _ Sy S, |V
Vv, S,. S, YA (2.5)

or B/’]:[S]B/*] (2.6)

where [S] is referred to as the scattering matrix. Examples of two ports and three ports S matrices
are shown below.

S,,S
Two ports S-matrix: { H 12}

21322



Sll SlZ S13
Three ports S-matrix: |S,; S,, S,
S31 S32 S33

By convention, we refer the *j” in the subscripts "ij" as the input port that is excited, and "i" as the
output port. In this way, Sy, refers to the signal reflected at Port “i” from the signal incident at the
same port. It gives the ratio of the signal power incited and reflected on port “i’. Sy, refers to the
signal exited at Port 2 when the signal is incident at Port 1. The parameters along the diagonal of
the S-matrix are referred to as reflection coefficients, while off-diagonal S-parameters are referred
to as transmission coefficients [5].

For most devices, such as power dividers, amplifiers or attenuators, the magnitude is sometimes of
the most interest. This is because the gain and loss of this network are more interesting to us in
most cases. The magnitudes of S-parameters are presented in two ways, linear magnitude or
decibels (dB). As S-parameters are voltage ratios, we have

S;;(dB)=10x Iogm‘sij (2.7)

‘2
because power is proportional to voltage squared.

2.3.1 Properties of the S Matrix

Unitary Property of the S matrix

For a lossless junction, the total input power equals to the total output power. Thus, the transpose
of the S matrix is equal to the inverse of the complex conjugate of the S matrix. This is known as
the unitary property of the S matrix [5]. This means that the sum of squares of the magnitudes of
any row must equal unity. This does not hold for lossy N-ports. If any of the rows' sum-of-squares
is less than one, there is a lossy element within the network, or something is radiating. The reason
why we are using the sum of the squares instead of sum of the elements is because the S matrix is
expressed in terms of voltage, and as we said before, we are accounting for power. Power is
proportional to voltage squared.

Reciprocity

For an N by N network, which has N input ports and N output ports, some S-matrices are
symmetric with respect to the leading diagonal. For the 2-port network, it means that S;; = Sp,.
This property guarantees that interchanges of the input and output ports do not influence the
properties of the component. By using this property, power splitters and power combiners can be
designed in the same way.

Frequency Dependency

S-parameters are defined for a given frequency and system impedance, and vary as a function of
frequency for any non-ideal network [5].

To sum up, the S-parameters change with frequency, load impedance, source impedance and
network. S-parameters are complex numbers which have both magnitude and phase information.

Sy1 is the reflection coefficient and S,q describes the forward transmission coefficient. S matrix is a
good way to describe electronic networks at high frequencies.



2.4 Beamforming Network

2.4.1 Beamforming Concept

Instead of using one antenna element, one could use more antenna elements (referred to as an
antenna array) to increase the aperture area. The reason to do this is to shape the radiation pattern
in a desired way with proper directivity. This can be achieved by feeding the same signal to
different elements of an antenna array with appropriate amplitude and phase distribution. This
process is known as beamforming [4]. By using beamforming, we can obtain the desired radiation
patterns even for multiple beams at the same time.

One key issue in designing any beamforming network is to achieve desired amplitude and phase
distribution at the N outputs of the RF network. In order to do so, power splitters/ combiners and
phase shifters need to be included. Phase shifters can be implemented by inserting different
lengths of the transmission lines between the power splitters and combiners for fixed beam
pattern.

For a direct radiating array, the phase is mainly used to direct the beam, and the amplitude is used
for sidelobe control. The simplest way to work with the beamforming is to only adjust the phase of
signals from different elements to point the beam in a desired direction. This configuration offers
low loss and good power efficiency, since the power amplifier could work with full load. But, the
radiation patterns of this scheme are only limited by phase only beamforming, which could cause
unacceptable side lobe levels. Another method to do the beamforming is using amplitude only
optimization method, which provides poor power efficiency performance. Based on the limitations
mentioned before, amplitude & phase optimization scheme is widely used. It shows poor power
efficiency, but with very good radiation performance [6].

For an array fed reflector system, the feed array geometry is the mapping of the beam patterns on
the ground. Thus exciting different antenna elements on the array will result in different coverage
areas on the ground. The two FFT transforms from the feeds to the ground make the phase
information not so interesting here.

2.4.2 Beam Sharing Technology

The amplitude and phase applied to each array element is a complex quantity and throughout this
work it is referred to as the excitation coefficient. If there is only one element, there is no way to
change the pattern of an antenna even if the excitation changes. With two elements, however,
changing the excitation coefficient of one element relative to the other will change the pattern. In
order to generate multi-beams and shape the beam pattern, beam sharing technology is employed.

2.4.3 Beamforming Algorithm for Array Fed Reflector System

In our application, we are using an array fed reflector antenna system. Figure 2-3 depicts the
receiver beamforming algorithm for one beam. The task of the beamforming network is to control
each sub array to cover a specific area on the ground. Thus for each beam, the output is calculated

by [4]:



y(K) = iwi X; (k) (2.8)

In practical applications, the X, (k) is normally a complex data with amplitude and phase

information, and W; is the weight which is controlled by the beamforming network.

(»{)}/ {»{)}/ {»{)}/ m/

My

(MDY,

(MY

Figure 2- 3 Beamforming architecture for the array fed reflector system

2.4.4 Linear Array Beamforming

Simulink provides an intuitive way to facilitate model based design. Figure 2-4 shows a simple
linear planar array example which consists of 5 beam ports and 7 antenna elements to explain the
beamforming algorithms. Each beam is formed by three antenna elements that are the centre
element and its two neighbouring elements. The modulated signal from each beam port will be
split into three parallel signals with desired amplitude and phase. Then these signals will be
combined at the corresponding antenna input ports.

This example shows a MBA system which generates 5 beams on the ground. Neighbouring beams
share one antenna element. Each beam covers a different geographical location with certain beam
crossover level.

10
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Figure 2- 4 MBA system in Simulink

2.4.5 Beamforming Network Components:

Wilkinson Power Divider/Combiner

Power splitters/combiners are passive electronic components that are used for distributing or
combining microwave signal power. A splitter can be used as either a power combiner or a power
divider, it is a reciprocal device.

Ernest Wilkinson invented the Wilkinson power splitter around 1960. It could also be used as a
power combiner due to the reciprocity. When working as a power splitter, it splits an input signal
into two equal phase output signals, and it combines two equal-phase signals when it works as a
combiner. It is a little bit tricky that a lossless reciprocal three-port network cannot have all ports
simultaneously matched. In order to overcome this problem, Wilkinson added resistors in the
network to allow all the ports to be matched. It can fully isolate the output ports at the centre
frequency. An ideal Wilkinson splitter is 100% efficient. Here is a simple example of a three ports
Wilkinson power splitter [7].
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Port 2

Figure 2- 5 Three ports power divider

The impedance at port 1 is different from that of ports 2 and 3. The impedances on arm 2 and 3 are
larger than that of port one with a factor of square root of 2. When port 1is excited, two signals
with equal phase and amplitude will output from port 2 and 3. Because of the resistor, port 2 and
port 3 are decoupled from each other. When it serves as a power combiner, the signal will be split
equally between port 1 and the resistor R with none appearing at port 3 when port 2 is excited.
Then port 2 and port 3 are well isolated. It is equally important to see that for a signal input at
either port 2 or 3, half the power is delivered to port 1 and half is dissipated in the resistor.

Based on the work of Wilkinson, L. I. PARAD AND R, L. MOYNIHAN proposed a new kind of
power divider, Split-Tee Power Divider [8]. This kind of power divider is a simple compact,
broadband device when it is constructed in strip line. Similar to most of the power dividers in the
microwave distribution network, it provides two isolated, equal phase, unequal amplitude output

signals.
.
f s

Figure 2- 6 Power divider with unequal output impedence

Consider the unequal power splitter as an example, which is shown in Figure 2-6. In such kind of
power divider, when the power is fed into port 1, the output power at port 3 is K?times that of port
2. Meanwhile, the voltage between the ground and arm 3 is equal to that between arm 2 and
ground when measured at the same distance from port 1. How to achieve this? The answer is that
the impedance on arm 2 needs to be K? times the corresponding impedance on arm 3. Thus the
characteristic impedances of the quarter-wave transformers in arms 2 and 3 can be determined as:

702 =Z0,/K(1+K?) (2.9)
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2
zos:zo,/(llf ) (2.10)

Z0, Z02 and Z03 are the input impedance, impedance on arm 2 and impedance on arm 3,
respectively. K? is the power ratio between port 3 and port 2. By using these formulas, the
voltages on arm 2 and arm 3 are equal at any distance from port 1. Hence, a resistor can be placed
between these two arms without causing any power loss if the power is fed from port 1. However,
when the power is fed from port 2 or port 3, part of the power will dissipate in the resistor.
Another important function of this resistor is to achieve perfect isolation between port 2 and port 3.
That means when the power is fed into port 2, part of the power will go to port 1, part of the power
will dissipate in the resistor without any power leakage to port 3. The proper value for the resistor
has not been derived yet, but normally we can choose R according to Equation (2.11). This yields
an infinite isolation and a perfect match at the centre frequency.

1+ K?

R =270 (2.11)
From Figure 2-6 and the discussion above, we can see that this network has unequal impedance
levels, which results in that the scattering matrix is not that convenient to use in this case. Instead,
another kind of scattering matrix, the un-normalized voltage scattering matrix is used to describe
such a network. It is defined by:

d 1 Tll T12 T13 Cl
d,| =T, T, Txl|C, (2.12)
d 3 TSl T32 T33 C3

Where d;stands for the complex voltage wave (including amplitude and phase) departured from
the ith-port and C; stands for the complex voltage wave (including amplitude and phase) inserted

upon the ith-port. The transfer coefficient Tij is calculated by the following equations [8].

T, = F:1+%} (2.13)
T, = :H%} (2.14)
T, = % (2.15)
T, = KTy, (2.16)

K[z, 1 i
T " 1hKT| 2, K2, KP(1+KYZ,) e
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2K ? Z, 1

T 2 14 K?| Z,, +KZ, (1+KYyZ,) (2.18)
2
T,, = 2 > Zae + K -1 (2.19)
1+K?| Z,, +KZ, (1+KYy,Z,)
T, = 2 > Zoe 1 (2.20)
1+ K| Z,, +KZ, (1+KY,Z,)

Here, € is the frequency dependency factor: @ = 90 degrees means that the centre frequency
corresponds to one quarter wavelength.

1 1
Y, = +
¥ KZ,  jz,K@L+K?)tans 221
z, -7 Z,(1+K?)+ jZ,tan @ (2.22)

%2y, +iZ,1+K?)tano

Although this kind of unequal output impedances achieves good Voltage Standing Wave Ratio
(VSWR), isolation and phase identity, equal output impedance is much more popular in the
application. Thus by introducing transformers into the network, see Figure 2-7, we can obtain the
normalized S matrix.

_ Z —1
Tll T12 _2 T13 Z_3
V]i Z 0 V Z0 V1+
Vv, T, /Z—O T,, T, /2—3 A (2.23)
V3— 2 2 V3+
/Z /Z
T31 Z_O T32 Z_2 T33

Here, Z, is the input impedance at the input port, Z, andZ,, which are defined in Equations

2.9 and 2.10, are the load impedances at the output arms.

From the formulas provided above, we can see that the power divider is frequency dependent.
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Figure 2- 7 Power divider with impedance transformer

Phase Shifter

This component is used to change the phase of the transmission coefficient. An ideal phase shifter
introduces negligible loss of the transmit power. For simplification, we assume that the phase
shifters are implemented by adding extra lengths of transmission lines in our beamforming
network if necessary.

2.4.6 1 to 7 Power Splitter Formation

In the upper part, we only considered how to implement the 3 ports unequal power splitters. How
can we apply this result to the 1 to 7 equal or unequal power splitters? The N-way Wilkinson
unequal power splitter provides a solution to this problem [7]. However, we are using S matrix
combining techniques to obtain the 1 to 7 equal or unequal power splitters in the software
simulation. The process for designing equal power splitter/combiner and unequal power
splitter/combiner is shown in Figure 2-8 and Figure 2-9. (Note: the line length and width are not
proportional to its impedance).

Figure 2- 8 1 to 7 Equal Power Splitter/Combiner consisting of six unequal 1 to 2
splitters/combiners.
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Figure 2- 9 1 to 7 Unequal Power Splitter/Combiner consisting of six unequal 1 to 2
splitters/combiners.

From these figures, we can see that the one to seven power splitter is formed by six one to two
power splitters. First, we combine the S matrix for splitter 1 and 2 together. In the next step, we
combine the resulting S matrix from step 1 with that of splitter 3. By doing so to the splitter 4, 5
and 6, we could obtain the S matrix for the one to seven power splitters. From the process, we can
envision that the most critical part is to determine the power distribution ratio on these six splitters
in order to achieve 10 dB tapering® between the centre element amplitude and its surrounding six
antenna elements.

2.5 Link Analysis

B

Figure 2- 10 Satellite communication link

The satellite communication links include uplink (from the earth to satellite), downlink (from
satellite to earth) and inter-satellite communication links. In our system, the uplink and downlink
performance is of great interest. By performing link analysis, we can identify the link quality such
as the gains and losses of carrier to noise ratio and the hardware constraints.

Free Path Loss

% This number is provided by RUAG Space. 10 dB tapering can give us a reasonable solution in terms of side lobe
levels and reflector spill over.
16



As radio waves propagate in free space, the power decreases as a function of the distance squared.
Due to the long path of a satellite communication link, the received power can be quite weak
[9].The free path loss can be expressed as:

Le = (mjz (2.24)
A

Where:

R is the distance from the receiver to the transmitter.

A is the wavelength of the transmitted radio signal.

The Friis transmission equation tells us that [9],

(Pt *Gt*GrJz
Pr= —— (2.25)
L,
EIRP = Pt *Gt (2.26)
Pr(dBW) = EIRP(dBW) +Gr(dB) — L, (dB) (2.27)

Where, Lrsmeans the free space path loss, Pr is the received power, Pt is the transmitted power,
and Gt, Gr stands for the transmitter antenna gain and the receiver antenna gain, respectively.

It is assumed that the distance R is 36,000 km, the uplink frequency is 2GHz, the transmit power
on the ground is 0dBW. The gain of the transmitter antenna is 3dBi and the beam gain of the
satellite is 37dBi. The free pass loss is -189.6 dB and other losses are 3 dB. Thus, the received
power at the satellite is -122.6 dBm (-152.6 dBW).

Carrier to Noise Ratio

Carrier to noise ratio, usually expressed by C/N, is a useful characterization of the receiver system
performance. High C/N ratios give better system performance, for example low bit error rate
(BER). The noise analysis will be described in detail in Chapter 3.3.

GIT

G/T is another figure of merit of a satellite receiver. It establishes a relation between the gain to
system noise temperature, which provides a useful measurement for the quality of a receiver
system.

2.6 Frequency Reuse Scheme

In order to improve the system isolation performance and achieve a good frequency reuse, we go
to the seven frequency reuse scheme. Figure 2-11 shows an example of the frequency distribution
in this antenna array. It shows that beams 1, 14 and 16 are using the same frequencies which are
all marked with a capital A. The subscripts stand for the beam number.
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3 Onboard Receiver System Design

3.1 Receiver System Description

The receiver system is referred to as the receiver system on the satellite. As we can see from
Figure 3-1, when the antenna array receives a signal from the earth, the signal will pass through
the receiving antenna, the diplexer, and the low noise amplifier (LNA). The LNA is the most
critical component of the receiver system. Low noise performance is of great interest. Besides that,
the LNA also need to exhibit good gain and phase linearity and good voltage standing wave ratios
(VSWR) over a broad bandwidth.

After the LNA, the signal reaches the beamforming network. It will be routed to the corresponding
beam port without any leakage to other beam ports if the BFN is perfectly matched and isolated.
After the BFN, a mixer will convert the RF signal to baseband. Then the signal will be
demodulated, de-multiplexed and decoded. Remember that the reflector is located in front of the
antenna array.
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Figure 3- 1 Receiver system blocks

3.2 Receive Beamforming Network Analysis

3.2.1 Antenna Array Geometry

Figure 3-2 shows a picture of our antenna array geometry.
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Figure 3- 2 Antenna array geometry

In our application, the antenna array has 42 antenna elements and intends to form 22 beams
simultaneously in order to cover the whole of Europe. Feed sharing technique, which overcomes
the dilemma between good beam-to-beam crossover level and reasonable aperture efficiency,
provides a smart solution for satellite mobile communication. In order to use this method, a
beamforming network (BFN) is needed. Seven feeds cluster and nineteen feeds clusters are widely
employed in practice. In this paper, we are going to describe 7 feeds clusters in great detail. It
could be easily extended to 19 feeds cluster and even more feeds.

Each beam is produced by 7 antenna elements and two adjacent beams share four feeds in our
application. From Figure 3-2, we can see that the feeds are numbered from 1 to 42 and the beams
are numbered from 1 to 22. Each beam is formed by one centre element and its six surrounding
elements. The outer elements are only used for supporting the inner elements to form certain
beams. For example, beam # 2 is formed by the antenna elements # 2, 3, 8, 9, 10, 16, 17. At the
same time, beam # 8 is formed by the antenna elements # 9, 10, 16, 17, 18, 24, 25. They share the
antenna elements # 9, 10, 16, 17.

Table 3-1 shows the beam numbering and antenna numbering method. The first column shows the
beam number and the rest of the columns are the corresponding antenna elements number. For
example, the first row means that antenna elements 1, 2, 7, 8, 9, 15 and 16 are used to form beam
number 1 and the antenna element 8 is the centre element.
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Table 3- 1 Beam & Antenna Numbering Table

Beam

Numbering Corresponding Antenna elements

1 1 2 7 8 9 15 16
2 2 3 8 9 10 16 17
3 3 4 9 10 11 17 18
4 4 5 10 11 12 18 19
5 5 6 11 12 13 19 20
6 7 8 14 15 16 22 23
7 8 9 15 16 17 23 24
8 9 10 16 17 18 24 25
9 10 11 17 18 19 25 26
10 11 12 18 19 20 26 27
11 14 15 21 22 23 28 29
12 15 16 22 23 24 29 30
13 16 17 23 24 25 30 31
14 17 18 24 25 26 31 32
15 18 19 25 26 27 32 33
16 22 23 28 29 30 34 35
17 23 24 29 30 31 35 36
18 24 25 30 31 32 36 37
19 25 26 31 32 33 37 38
20 29 30 34 35 36 39 40
21 30 31 35 36 37 40 41
22 31 32 36 37 38 41 42

3.2.2 Receiver Beamforming Network Structure

Figure 3-3 illustrates a graphic view of the concept of the beam forming network.
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Figure 3- 3 Beamforming network

Basically, the BFN contains three parts: power splitter, power combiner and the phase shifters [10].
At the receiver side, the antenna elements receive signals from the ground. These signals will be
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filtered and amplified before the BFN. At this stage, the received signal will be routed to the
desired beam ports according to the beamforming algorithms.

10 dB Tapering

Sidelobe Level (SLL) is an important factor to measure the efficiency of the array radiation pattern.
It is the amplitude of the highest sidelobe normalized to the main beam peak. When uniform
excitation is used, it will generate sidelobes whose maximum amplitude is around -17dB in
circular geometry in a direct radiating array. By using symmetric amplitude distribution with
certain tapering, the SSL will be greatly reduced. In array fed reflector system, the tapering will
influence the radiation pattern on the reflector. In fact, it is the reflector tapering that influences
the sidelobe levels of our beams. We are using -10dB tapering. That means that the amplitude of
the centre element in each cluster is 10 dB higher than the amplitude of its 6 surrounding elements.
This is used to shape the antenna pattern and reduce the reflector spillover. Previous studies have
shown that 10 dB tapering gives us a nice overall performance.

3.2.3 Beamforming Network Scheme Comparison

We proposed two schemes for beam forming network configuration. The first one is using unequal
power combiners and equal power splitters. This configuration simplifies our port connection
problem between the power combiners and power splitter. The second one is using unequal power
splitters and combiners which are of the same type. The second scheme shows a better
performance in terms of power loss. In addition, the using of the same component will simplify
our design.

Case 1 Unequal Power Combiners + Equal Power Splitters

Consider beam 11 as an example.
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Figure 3- 4 unequal power splitter and equal power combiner

In order to achieve 10 dB excitation differences between the central element and its six lateral
elements, we need to set the excitation coefficients difference between one branch and the other
six branches of each unequal power combiner to be -10dB. The reason is that each equal power
splitter introduces the same loss on its seven branches. Thus by controlling the coefficients on the
power combiners, we can obtain the desired excitation coefficients distribution.

The simulation results show that the largest coefficient for each combiner is -2.041dB and the
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remaining six are -12.041 dB. The excitation coefficient for the splitters is -8.451 dB (20*log10

(1/\/7)) for each branch. As a result, the total loss of the central element for this beamforming

network is -2.041dB + -8.451 dB = -10.492 dB. The power loss on the 6 surrounding elements is
-12.041dB + -8.451 dB =-20.492 dB.

Case 2 Unequal Power Splitters + Unequal Power Combiners
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Figure 3- 5 unequal power splitter + unequal power combiner

In order to achieve 10 dB excitation differences between the central elements and the six lateral
elements in this case, we need to set the excitation coefficients difference between the centre
branch and the six remaining branches to be -5dB. This is because we are using unequal power
combiner which introduces different losses between the central elements and the lateral elements.
By connecting the largest coefficient in the splitter to the central element of the corresponding
beam which has the largest coefficient in the combiner and connecting the smaller excited
branches in the splitter to the smaller excited branches in the combiner, we can acquire the desired
excitation coefficients in the antenna elements.

The simulation results show that the largest coefficient for each splitter is -4.6198dB and the
remaining six coefficients are -9.6202 dB. The coefficients for the combiners are the same. As a
result, the total loss of the central element for this beamforming network is -4.6198dB +
-4.6198dB = -9.24 dB. The power loss on the six surrounding elements is -9.6202 dB + -9.6202
dB =-19.24 dB.

The advantage of the first case is that we can obtain the desired excitation coefficients by
controlling the power distribution in the unequal power combiner. The splitters for all the antenna
elements can be built in the same type. However, the second case introduces -19.24 dB — (-20.492
dB) = 1.252 dB less loss on each branch than the first case. Another advantage of the second case
is we can use the same components for both splitters and combiners which are easy to
manufacture.
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3.3 Receiver System Noise

Figure 3-6 shows a simple graph view of the receiver system for one branch. The noise power
associated with the link is specified by the system noise temperature T. Normally, it is made up
from three contributions: antenna noise Ta, antenna - receiver connection, such as a cable or
waveguide T¢, and receiver noise Tg which may include the RF, mixer and IF stage contributions
[11]. The equation for the noise power calculation is:

N = KTB (3.1)

Where k is Boltzmann's constant (k = 1.38* 10%%J /K) and B is the receiver bandwidth.
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Figure 3- 6 One branch of the receive system

We can calculate the total receiver noise figure Tg from the individual contributions of cascaded
circuits. The following Friis' noise calculation formula [11] can be used to calculate the receiver
system noise:

T T

T =T + 2+ (3.2)
GLNA GLNA GBFN

Ty =T, *(F; -1) (3.3)
Here, P is the receiver noise figure and T, is 290K (degrees Kelvin).

Equation (3.2) tells us that the noise temperature of the LNA and the gain of the LNA become the
dominating factor to measure the system noise after the LNA stage. By placing this key
component at the front-end receiver unit, the receiver noise figure is dominated by the first few
stages. Because of the high gain and low noise properties of the LNA, the noise power of
subsequent stages after the LNA is greatly reduced.

In our application, see Figure 3-6, we are interested in the system noise up to the beamforming
network. Suppose the antenna temperature (T,) is 290K, the feeder network physical temperature
(T1) is 420K (130° C) and its loss (Lg) is 0.1dB, the diplexer physical temperature (Tap) is 380K

(90°C) and its loss (Lgp) is 0.3dB. (Note: These physical temperatures are provided by RUAG
space. These are examples of the highest temperatures in the system during operation in space.)

Figure 3-7 illustrates the receiver system specification for one path. These numbers are used to
calculate the system noise in the worst case. For a two port case, the total output noise power Ty

=Ts * a + Tpny™ (I - o), where Ts is the noise source and the Ty, is the physical noise of the
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network. a is the loss coefficient [12].

Ts1 = Ta*(I/ Lfd) + Tfd *(1- I/ Lfd) (3.4)
Ts2 = Ts1*(1/ Ldp) + Tdp *(1- I/ Ldp) (3.5)
Diplexer
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Figure 3- 7 One branch of the receive system with specifications

Equations (3.4) — (3.5) show the noise contribution at the receiver network consisting of two parts.
The first part is the coherent noise which can be treated as a signal. The other part is the
incoherent noise part which is generated by the components such as the feeder network, the
diplexers, the LNAs and the BFN. In order to calculate the receiver system noise, we can treat
these two parts separately. The gain of the LNA is not considered, because the LNA increases the
system noise power and desired received signal power to a much higher level at the same time. At
the receiver side, we are only interested in the signal to noise level.

We assume that all the beams only see the ground and the received antenna temperature will in
this case equal to the ground temperature. We assume the ground temperature is 290 K, which is
the input coherent noise to the onboard receiver system. It is shown as TA in Figure 3-7. This
noise can be treated as an input noise signal. It will be attenuated by the feeder network, the
diplexer and routed to the corresponding beam port according to the beamforming algorithms.
According to Figure 3-7, we can write the coherent noise as Ts2_co = Ta / (Lfd*Ldp). The output

— *
noise voltage amplitude at the beam port is Ts_co=4/Ts2_co *S.

The noise from the ground is coherent while the noise generated by the components in the receiver
network is incoherent. The incoherent noise up to the input of the BFN can be expressed as
Ts2_inco = Tfd *(1- 1/ Lfd)/Ldp + Tdp *(1- I/ Ldp) + (NF.na -1) *290. Consequently, the
incoherent noise power at the beam port is calculated by Ts_inco = Ts2_incoxSxS* = Ninx|S|?,
where S is the S matrix of the beamforming network and **” means conjugate.

The noise power at the beam port consists of the incoherent noise power and the coherent noise
power. Accordingly, the total noise power density at the beam port is NO = ((Ts2_co)® +
Ts2_inco)*k. The simulation results show that the noise power density is -204 dBW/Hz.

We need to mention that we assume the thermal radiation from every point on earth is coherent at
all the antenna feeds. Hence we can treat the thermal noise received from earth as coherent signal.
We use an approximation here in that we assume that the temperature is the same all over the earth,
and do not have to take into account the actual beam coverage area.
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3.4 Receiver Carrier to Noise Ratio (C/N)

From Chapter 3-3, we know the system temperature Ts (which includes antenna noise T,, cable
and receiver noise) [9]. Then the noise power (single link) at receiver input is:

N = KTB (3.6)
Then, E:E:Pt*Gt* ﬂ *i* 1 (3.7)
N N Ts) L, k=B

C/N(dBW )= EIRP(dBW )+ Gr(dB)- L., (dB)— (K *B*Ts)dB) (3.8)

Gr . ) - L . . .
Here, T_ is the figure of merit in the receiver side. The received power is calculated in Chapter
S

2.5, which is -152.6dBW. The receiver system noise power density is shown in Chapter 3.3, which
is -204 dBW/Hz. In this manner, the carrier to noise power density is 51.4dBHz.
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4 Simulation Results of the Receiver
Network

4.1 Antenna Pattern at the Receiver Centre Frequency

The antenna pattern for all the antenna elements (42 elements) is shown in Figure 4-1. The
simulation results show that the outer antenna patterns are worse than that of the centre ones. The
working frequency is 2002.5 MHz which is the centre frequency of the receive band. Table 4-1
shows the maximum gain of each antenna element at this frequency.

Table 4- 1 Peak gain for all the antenna elements

intenna No 1 2 3 4 o ] T
FPeak Gain 41. 566 42 8306 43.3198 43,0624 42,0971 40,4905 42,1204
intenna No a = 10 11 12 13 14
Peak Gain 43, 7794 44, 6305 44, TOE9 44, 0628 42, Y394 40, 7815 41,9106
internma No 15 16 17 14 19 20 21
Peak Gain 43,9569 45,1916 45 6446 45, 3495 44, 3361 42, A487 40, 9084
Antenna No 22 23 24 25 26 27 28
Peak Gain 43, 3771 45 0209 45 8517 45,9091 45, 2303 43, BBAT  41. 9927
Anterma No 29 a0 a1l 32 33 34 35
Peak Gain 44, 0456 45, 2828 45 7356 45, 4377 44, 4184 42, 2867 43, 9544
Antenna No 36 ar 38 30 40 41 42

Peak Gain 44, 8076 44, 8821 44, 25376 41,8200 45,1006 45,588 45, 521
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Figure 4- 1 Antenna pattern for all the elements
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4.2 Peak Gain Value for the 22 Beams

As long as we know the antenna pattern for each antenna element in the receive band, we can use
them to test the receiver network performance. The beamforming algorithm tells us that the
radiation pattern of each beam is a sum of the radiation patterns of each 7 elements cluster. Table
4-2 shows the maximum gain for each beam by assuming the LNA gain is 30 dB and the filter loss
is 0.3 dB.

Table 4- 2 maximum gain of each beam

babobe 12 3 4 % ¢ T F 0§ W0
QTP T T TGS T v o T T A T T O
D I S N IS VIS N Y A/
hakVe  GLULOG0T 606 6L 66706 613D GRG0 OISML 6708 61T 7207

From Table 4-1, we can see that the beam 14 has the largest peak gain among all the beams. We
can also see that the edge beam peak power is a little bit less than the centre beams’. Centre beams
like beam 7, 8, 9, 12, 13, 14, 17 and 18 have larger maximum gains compared to the outer beams
such as beam 1, 2, 3, 4, 5, 6, 10, 11, 15, 16, 19, 20, 21 and 22. Figure 4-2 shows the beam patterns
on the ground. The contour levels are 64 and 65 dB. Take beam 13 as an example, this beam is
formed by antenna elements 16, 17, 23, 24, 25, 30 and 31. The antenna gains for these elements
are shown in Table 4-1. Knowing the antenna gains, we can use them to calculate the beam gain
according to the beamforming algorithms. We know that the LNA gain is 30 dB and the filter loss
is 0.3 dB. After applying the beamforming algorithms, we obtain the peak gain for beam 13 as
67.6407dBi.
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Figure 4- 2 Beam pattern for all the beams

4.3 Focal Beam Pattern

Figure 4-3 shows the beam pattern for beam 13 which is the focal beam. It illustrates a nice beam
pattern with maximum gain of 67.6 dBi and quite low side lobes.

Figure 4- 3 Beam pattern for Beam No.13
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5 Onboard Transmitter Network Design

The transmitter design is quite similar to that of the receiver. It mainly converts a baseband signal
to RF signal with the LNA replaced by the high power amplifier (HPA). The most important factor
we need to consider in the transmitter side is the efficient utilization of the onboard available
power, especially when communicating with the satellite phones which are power and antenna
gain limited devices. In such cases, high effective isotropic radiated power (EIRP) is needed in
order to guarantee the link performance [13]. Figure 5-1 shows a picture of the transmitter system.
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Figure 5- 1 Transmitter network

5.1 Tx Beamforming Network

The transmitter beamforming network structure is the same as the receivers’. It is shown in Figure
3-3 in Chapter 3. According to the figure, each one of the 22 power splitters split the power of one
beam into its seven feeds according to the desired amplitude distribution, and the phase shifters
distribute the signal with proper phase information. Then, every one of the 42 power combiners
combines the power from its corresponding ports. The power splitter input ports are the beam
ports and the power combiner output ports are the antenna elements ports.

By using the beamforming network, a single radiating antenna element can carry signals from
different beams. Therefore, it results in beam overlap.
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5.2 Power Utilization Consideration

Multiple antennas are used to shape the beam pattern with a higher directivity and much larger
gain. Considering an active antenna array, according to the beamforming algorithms, each beam is
formed by one centre element and its 6 surrounding elements. The outer antenna elements of the
antenna array only perform supporting function, which means they need much less power
compared to the inner antenna elements in the antenna array. The satellite is power limited and
efficient utilization of the onboard power should be considered. For such reason, two types of
amplifiers can be used to achieve this purpose if each antenna is driven by its own power amplifier.
Figure 5-2 shows a distribution of the power load in all the antenna elements under such
assumption. It shows that the inner antenna elements consume much more power than the outer
antenna elements under the assumption that all the beams are fully loaded and the maximum
antenna loading power is 100 Watt [14].

Figure 5- 2 Power map for active radiating array

In reality, the traffic distribution is unknown before the satellite is launched. It can vary with the
time, geography position, population density and so on. This makes the power distributed
non-uniformly since some beams will carry much more traffic than the others. The more traffic a
beam carries the more power it needs to consume. It is quite desirable to move power from one
beam to other beams for the purpose of efficient use of the onboard power. The utilization of the
Butler matrices can efficiently solve this problem. The following sections will describe this in
detail.
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5.2.1 Active Radiating Array

In order to achieve the maximum efficiency, the power amplifiers should operate as close to the
saturation point as possible. In fact, the operating power level will influence the performance of
the power amplifier. If the operating power level is too low, it is unable to achieve high power
efficiency. If the power amplifier is overloaded, the nonlinearity would be a big problem to the
system. In the active radiating array, the power is unevenly distributed in the antenna elements.
This is because of the 10 dB power difference between the centre element and its six neighbouring
elements. This phenomenon will cause the power amplifiers to become unevenly loaded which
gives rise to the power inefficiency problem. This problem can be overcome by setting the
operating point of each amplifier to produce an average output level substantially below the
saturation output level. This guarantees a certain linearity, but results in very poor power
efficiency. In addition, it will cause another problem if the power amplifiers are working in
nonlinear stage. Adjacent beams share some antenna elements. If the seven amplifiers for the same
beam have different power levels (this will result in different phase and amplitude performance of
the amplifiers), the radiation pattern for such a beam will eventually be affected. This is because
the different power level of the amplifiers will result in the phase and amplitude of the
beamforming network to deviate from the desired distribution, which of course affects the antenna
radiation pattern performance.

The traffic of each beam is unpredictable due to the reasons mentioned before. Thus it is difficult
to make all the power amplifiers work in the most efficient way in the active radiating array.

5.2.2 Semi-Active Radiating Array

The uneven power load for the active radiating array is unavoidable, because the power cannot
move from one beam to other beams. But the power amplifiers should work as efficiently as
possible on the satellite. In order to overcome this problem, a semi-active radiating array which
consists of a beamforming network and a Butler matrix network after the antenna elements can be
employed. The Butler matrix network works to even the power load for the power amplifiers in
order to make them work as efficiently as possible. Some US patents proposed using Low Level
Beam Forming (LLBF) and Hybrid Matrix Power Amplifier (HMPA) to achieve equal power
amplifier loading [16]. Here we are going to use the Butler Matrix Power Amplifier (BMPA) to
achieve this purpose. A 4 by 4 matrix is a good choice for our antenna geometry. The reason is
explained in Chapter 5.3.1. Figure 5-3 shows our Butler matrix power amplifier (BMPA) design
scheme. The first matrix is a typical Butler matrix and the second matrix is the image of the first
one. Because of the evenly distributed load property of the Butler matrix, all power amplifiers will
work with the same load behind the same Butler matrices. When entering either one port or a
couple of ports of the first Butler input ports, the signal power will be divided into equal parts and
amplified by all power amplifiers and ending up at the corresponding output ports of the second
Butler matrix. The second Butler matrix routes the signal to the desired ports without power loss
in ideal case. By doing so, the BMPA even the power load for the amplifiers and the signal
transmission property will not be affected except for introducing the phase difference between the
input signal and the output signal. Thus, the power amplifiers could work in the linear region and
the intermodulation products can be greatly suppressed. What is more, there is no need to worry
about losing a beam or carrier even if one of the power amplifiers fails. Another important
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property of this system is that when bandpass filters are added after the BMPA stage, the carrier to
intermodulation ratio can be greatly reduced if the intermodulation interference product is out of
band.
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Figure 5- 3 Butler Matrix Power Amplifier (BMPA)

Equation 5.1 shows the S matrix for the BMPA in the ideal case, which means that the Butler
matrix is lossless and the power amplifier nonlinear property is not considered. It is assumed that
the power amplifier has a linear voltage gain. The transmission lines, which introduce phases,
used to connect the couplers and hybrids of the Butler matrix are not included.

0 0 0 0 0 0 0 14225
0 0 0 0 0 0 125 0
0 0 0 0 0 1/225 0 0

5. 0 0 0 0 1/25 0 0 0 o1

0 0 0 1225 0 0 0 0
0 0 1225 0 0 0 0 0
0 125 0 0 0 0 0 0

/25 0 0 0 0 0 0 0 |

Equation (5.1) shows the property of the BMPA. When port 1 is excited, then the signal will end
up at port 8 with a certain phase difference, -225 degree. But the power load at the power
amplifier stage is the same for the four HPAs. In order to compensate the phase differences
between the input and output signals, transmission lines can be added in length.

In this case, four antenna elements need to be grouped together and the grouping result is shown in
Figure 5-4. The grouping method is depending on port connection rules which will be described
later. The average power for each group is between 50W (17dBW) to 61W (17.8dBW) by
assuming that all beams are at the maximum load. This is a great improvement compared to
Figure 5-2. It can deal with coherent signals and power sharing technology is used to avoid
uneven traffic load problem.
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Figure 5- 5 Power distribution map for semi-active radiating array

5.3 Butler Matrix

Normally, the Butler matrix is considered as a type of beamforming network using -90 degree
hybrids and -45 degree phase shifters [15]. It has N input ports and N output ports, where N
normally is 4, 8 or 16. Each Butler matrix network needs (N/2) * log,(N) hybrids and (N/2) *
logo(N-1) phase shifters. The Butler matrix has two main functions: the first one is that it performs

a Fast Fourier Transform (FFT) and can generate N orthogonal beams simultaneously; the second
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property of the Butler matrix is that it is able to even the output power from different input ports.
In our design, the beamforming network undertakes the beamforming function. Thus, the
beamforming property of the Butler matrix is not of great interest. However, its second property
can be used to greatly improve the power amplifiers efficiency as is shown in the previous section.

The topology of a 4*4 Butler matrix is shown in Figure 5-6, and the corresponding phase shift
characteristics are shown in Table 5-1.
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Figure 5- 6 Butler matrix

Table 5- 1 Phase Distribution of the 8 Ports Butler Matrix

input ports / Port 1 Port 2 Port 3 Port 4
output ports
Port 5 -45 -135 -90 -180
Port 6 -90 0 -225 -135
Port 7 -135 -225 0 -90
Port 8 -180 -90 -135 -45
Phase -45 +135 -135 +45
difference

5.3.1 Why 4*4 Butler Matrix?

There are two unavoidable problems for a beamforming network combined with a hybrid power
amplifier scheme. The first one is HMPA port selection in order to obtain uniform or nearly
uniform power distribution among the amplifiers. The port selection is important because the
Butler matrix power amplifier network should be able to handle coherent signals [16]. A large
Butler matrix will complicate this problem. Another problem is that the HMPA accommodation
and layout. A 4 by 4 Butler matrix consists of 4 hybrids and two 45 degree phase shifters, while an
8 by 8 Butler matrix includes 12 hybrids and more phase shifters. Compared to an 8 by 8 Butler
matrix, the 4 by 4 Butler matrix is easy to manufacture and has less loss and is less sensitive to the
hybrid inaccuracies. In practice, the more hybrids involved the more inaccurate the system will be.
Those smaller Butler matrixes have lower insertion loss as well as total mass and size. If taking
advantage of 4 by 4 Butler matrixes, 11 groups of Butler matrix are needed. This is larger than the
number of elements to form one beam. This provides a high probability to achieve near uniform
distribution of all the power amplifiers. Each Butler matrix group only needs to drive one element
for each beam, which will greatly simplify the port selection.

On the other side, a 2 by 2 Butler matrixes can only provide a small degree of power sharing
between different beams, so it is not of great interest.
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5.3.2 Ports Connection Rules for Beamforming Network and the BMPA

By properly selecting the connections between the output ports of the beamforming network and
input ports of the left hand butler matrix, uniform or near uniform power loading among the power
amplifiers can be obtained. The rules for this system is avoiding coherent signal input to the same
4 by 4 Butler matrix and even the power load of all beams. Consider Figure 5-6 as an example. If
the same signal is input to port 1 and 3 or port 1 and 4, we will see different power levels at the
four output ports. Uneven power load of the PA stage will show up and destroy our beamforming
algorithm in the end. Thus the signal from the same beam needs to be input to different Butler
matrices to avoid this problem in our case.

The beamforming network outputs several coherent signals to multiport of the BMPA. If a large
HMPA was used, then the port selection would be very difficult in order to process coherent input
signals [16]. Thus, a smaller BMPA can be used to overcome this problem. A 4 by 4 BMPAs is a
smart choice. Seven branches of the beamforming network output the same signal. It is quite easy
to distribute these 7 branches to the eleven BMPA groups without the same signal input to the
same BMPA. Based on this idea, we can group the antenna elements in such a way as shown in
Figure 5-4. It shows that antenna elements 1, 23, 26, 40 are connected to BMPA 1, elements 2, 20,
22, 31 are connected to BMPA 2, and so on. Thus, the BMPA 1 evens the power from output ports
1, 23, 26, 40 of the beamforming network and the BMPA 2 evens the power from output ports 2,
20, 22, 31 of the beamforming network. The beamforming network output ports 1, 23, 26 and 40
carry power from beam 1, beam 6, beam 7, beam 11, beam 12, beam 13, beam 29, beam 30, beam
18, beam 19, beam 25, beam 26, beam 32, beam 35 and beam 36. These powers from different
beams will be evened out at the BMPA stage. According to such grouping method, all the power
amplifiers can work almost at the same power load which results in great power efficiency
improvement. In addition, the intermoculation products can be routed to out of band by using
some other advanced ports connection rules. The intermodulation interference can be greatly
suppressed in this way.

5.4 HPA Choice: TWTASs VS SSPAs

Both Travelling Wave Tube Amplifiers (TWTAS) and Solid State Power Amplifiers (SSPASs) are
widely used in the space applications. The TWTAs were the only option for space system
designers 50 years ago and they account for a large market share nowadays [17]. TWTAs are
capable of generating higher output power and working in high temperature and power density
environment. TWTASs have broadband property and can operate in a large range of power levels;
even low noise property is available. Their efficiency increases with the power level and
frequency compare to SSPAs which work better in lower power applications. But recently, the
application of SSPAs is becoming popular due to several reasons. SSPA is suitable for low power
applications. It is generally known that TWTAs are slightly more reliable than SSPAs. But due to
the current technology, the difference on reliability is negligible. Thanks to the current technology,
SSPAs have achieved great development. They could work in almost all the frequency band
including Ku band (12 to 18 GHz) [17].

Power amplifier normally is a single direction device, which means it could only amplify signal in
one direction. The existence of an open line or a short circuit after the HPA will reflect the high
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power signal back to the HPA. It will be destroyed if the reflected power is not dealt properly.
Thus a circulator and a matching load need to be added at the HPA stage to avoid this problem. If
coming from the other direction, the power will be circulated to zero. This is an important way to
protect the high power amplifiers if there is high power reflected back to the power amplifier.

5.5 BMPA+ BFN or BFN+ BMPA

Both schemes can flexibly deliver power to the antenna elements. The first scheme is a simple
design and adjustment but it will increase the feed loss due to processing the signal at high power
levels [18]. The second scheme will make the power amplifiers work in uniform or near uniform
power level without introducing too much power loss. Thus the second scheme, as shown in
Figure 5-8, is preferred.
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Figure 5- 7 Transmitter Network Structure 1
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5.6 Disadvantages of the Butler Matrix Transponder

The Butler matrix transponder has some drawbacks. Such kind of system needs multiple channel
operation. With the increase of the number of beams and the number of feed elements to form
each beam, the process to obtain a uniform or near uniform power distribution between the PAs
becomes quite complex. What is more, the right hand butler matrix introduces power loss which is
proportionally (N*log(N)) to the order of hybrids. Nonetheless, compared to the advantages of
using butler matrix, these disadvantages are a piece of cake.
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6 Simulation Results of the Transmitter

System

Table 6-1 depicts the maximum antenna gain for all the antenna elements in the transmit centre
frequency, 2180 MHz. Figure 6-1 illustrates the contour plot for all the antenna elements and
contour levels are 40 dB and 41 dB.

Anterma No
Peal Gain
interma Ho
Feak Gain
Anterma No
Peal Gain
Anterma No
Feak Gain
Anterna No
Peak Gain
Anterma No
Feak Gain

Table 6- 1 Peak gain for all the antenna elements at 2180 MHz
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Figure 6- 1 Contour plot for all the antenna elements at 2180 MHz

6.1 Peak Gain Value for the 22 beams

As we know the antenna pattern for each element, we can test the transmit network performance.
The beamforming algorithm tells us that the radiation pattern of each beam is the sum of the
radiation patterns of the 7 elements with certain weighting. Table 6-1 shows the maximum gain for
each beam by assuming that the HPA gain is 30 dB. The test frequency is 2180MHz which is the

centre frequency of the transmit band.

Table 6- 2 Maximum gain of each beam
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From the peak values, we can see the largest peak value appears at beam 14. The peak gain of
each beam does not change very much, but it can be shown that the power load of the power
amplifiers is evened out at the BMPA stage. The HPAs are all work at near saturation point which
is a great improvement to the power efficiency. Figure 6-2 shows the contour plot of each beam
covering the Europe. The contour levels are 64dBi and 65dBi. Take beam 14 as an example. As
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shown in Table 3-1, this beam is formed by antenna elements 17, 18, 24, 25, 26, 31 and 32. The
antenna gains for these elements are shown in Table 6-1. Knowing the antenna gains, we can use
them to calculate the beam gain according to the beamforming algorithms. We know the HPA gain
is 30dB. After applying the beamforming algorithms, we obtain the peak gain for beam 14 is
67.9dBi. The losses in the filters are not considered in this case.
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Figure 6- 2 Beam pattern for the 22 beams

6.2 Peak Power Value on Ground

The GEO satellite is located about 3,6000 km above the earth. Suppose the downlink frequency is
2.18GHz and the transmit power is 50 dBm. The maximum beam gain is shown in Table 6-2. Thus,
the power received on the ground can be calculated. Figure 6-3 shows the power contour map for
each beam on the ground. The contour levels are -76 dBm and -75 dBm. We know the free pass
loss is -190.34 dB which is calculated according to the equations in Chapter 2.5. We assume other
losses are 3 dB. Take beam 14 as an example. The transmit power is 50dBm and the beam gain is
shown in Table 6-2. Thus the received peak power on the ground is 50dBm + 67.93dB — 190.34dB
—3dB =-75.4 dBm.
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Table 6- 3 Maximum gain of each beam on ground
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Figure 6- 3 Beam pattern on the ground

6.3 Frequency Reuse Scheme

Multibeam mobile satellite communication system has the potential to use frequency reuse scheme
to improve the system capacity and spectral efficiency. The frequency reuse technique requires
low side lobe levels outside the coverage area of each beam. Then it becomes interesting to
discover the side lobe levels of the cells with the same frequency. Figure 6-4 shows an example of
the contour gain levels of beam 1 and beam 14 which are using the same frequency.

The same frequency cells are plotted to compare the isolation level. The contour levels are from
35 dB to 65 dB and the step size is 5 dB. We will discuss this problem in detail in Chapter 7.
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7 Onboard System Integration

The onboard system consists of the transmitter network and the receiver network. The diplexer
serves as a double band pass filter which isolates the transmitter and the receiver. The complete
onboard system architecture is shown in Figure 7-1. The band pass filters at the transmitter side
will attenuate the inter-modulation products which arise from the power amplifier stage. This
allows the nonlinear amplifiers to operate close to saturation for a given output carrier to
inter-modulation ratio.

One of the important issues a good designer should remember is that the transmitter network is
working at very high power level in order to guarantee the downlink performance while the power
received at the receiver network is quite weak due to the high free pass loss. Thus the transmitter
power leakage to the receiver side should be considered in order to avoid interference. In order to
improve the isolation level between the transmit network and the receive network, additional
filters should be placed before the LNA stage.
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Figure 7- 1 Complete system structure

7.1 S matrix for the Diplexer
The diplexer is a three port device. As shown in Figure 7-2, two ports are used to connect the

transmit network port and the receive network port. The remaining port which is called common
port is used to connect the antenna element.
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Figure 7- 2 Diplexer Structure

Normally, it is easy to measure the S parameters for a two ports or four ports component. In this
manner, the diplexer is measured as a two ports device with the remaining port terminated with a
matching load. RUAG Space provided the measured data for Common port to Tx port, Common
port to Rx port and Rx port to Tx port. From these measured data, it is desired to build the S
matrix for the 3 ports diplexer, which is a 3 by 3 S matrix for a certain frequency. It is expressed
as,

STT STR STc
S RT S RR S RC
SCT SCR Scc

For example, S;; means the transmission coefficient between the transmitter side and the

receiver side when the receiver port is excited. The following figures show the property of the
diplexer. The horizontal axis is the frequency and the vertical axis is the amplitude in dB unit.
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Figure 7- 3 S parameter of Common port to Rx port

The measured S parameters from the Common port to the Rx port are shown in Figure 7-3. The
first and the fourth sub picture are the reflection coefficients of the common port and the Rx port.
The second and the third sub graph are the transmission coefficients from common port to Rx port
and from Rx port to common port, respectively. From the figure we can see that the reflection
coefficients are below -25 dB at the receive band which is between 1980 MHz and 2025 MHz.
The transmission coefficient between the receiver port and the common port is right below 0 dB at

the receive band.
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Figure 7- 4 S parameter of Common port to Tx port

Compared to Figure 7-3, Figure 7-4 shows the measured S parameters from the Common port to
the Tx port. The first and the fourth sub picture are the reflection coefficients of the common port
and the Tx port. The second and the third sub graph are the transmission coefficient from common
port to Tx port and from Tx port to common port, respectively. This figure shows that the
reflection coefficients are below -20 dB at the transmission band which is between 2160 MHz and
2200 MHz. The transmission coefficients between the transmitter port and the common port is
right below 0 dB, around -0.3dB to be precise, in the transmission band.
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Figure 7- 5 S parameter of Rx port to Tx port

Different from the previous two graphs, Figure 7-5 interprets the S parameters between the Tx
port and the Rx port. The first and the forth curves illustrate the reflection coefficient for the
transmitter port and the receiver port, respectively. The second and the third curves show the
isolation levels between the transmitter side and the receiver side. From these curves we see that
the isolation level is below -60 dB at both the transmit and receive bands.

7.2 Isolation Level between the Tx Ports and the Rx Ports

We assume the Tx power amplifier gain is 30dB, and we know the path loss of the centre elements
of the beamforming network is -9.24 dB and the path loss of the 6 surrounding elements of the
beamforming network is -19.24 dB. The receiver LNA gain is 30 dB. In order to check the mutual
isolation level between the transmit beam ports and the receive beam ports; we introduced the
measured data of the practical diplexer from RUAG Space. According to the antenna specification,
the maximum power one antenna element can handle is 100 Watt which is 50 dBm. The measured
data of the diplexer shows the isolation between the Tx port and the Rx port is around -60 dB. If
the antenna is working at full load, the power leakage to the receiver port is -10dBm. This is much
larger than the received signal power from the ground. Thus, additional filtering is needed in order
to avoid the inter-modulation interference which arises at the LNA stage.

Additional filters can be added after the BMPA stage at the transmitter side and before the LNA
stage at the receiver side to increase the isolation level. These filters are band pass filters which
will block the signal from undesired frequencies. At the transmitter side, if filters are added before
the diplexer, another problem, the power reflection between the filter and the diplexer, will occur.
The designer should take this into account. Another approach is to increase the isolation level at
the diplexer stage without introducing another filter. But this scheme will increase the diplexer

size and mass. The former scheme can be easily implemented, and the second scheme is not quite
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appealing.
7.3 Cross Over between the Neighbouring Beams

Seven frequency reuse scheme is quite often used in satellite mobile communication systems. The
neighbours do not use the same frequency. However, the interception point of the neighbours is of
great interest to evaluate system performance. Figure 7-6 depicts this problem. If users are
standing in the red region, they could be serviced from beam 1. In the yellow region, they access
service from beam 2 and so on. Then the question becomes what happens to users standing in the
white region, which is the interception point of the three neighbours? This question tells us the
meaning of evaluating the beam gains on each circle which is the beam coverage edge. By
checking the beam gain variations on the circles, the answer can be easily obtained.

C’\/hat aboutthis region’D

Figure 7- 6 Beam crossover

Before deciding which service cell the user belongs to, we need to calculate the distance between
the beam centre and the interception point first. Figure 7-7 shows the simulation results of three
neighbouring beams; beam nol2, 13 and 17. The working frequency is 2180MHz which is the
centre frequency of the transmit band. These three beams form a rotated triangle just as shown in
Figure 7-6. The contour levels are 64 dBi and 65 dBi. Figure 7-8, 7-9 and 7-10 illustrate the gain
contour levels of beams 12, 13 and 17, from 60 dBi to 65 dBi. The small green circles are the
evaluation points.
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Figure 7- 7 Beam pattern for beam 12, 13 and 17

Figure 7- 8 Beam pattern for beam 12
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Figure 7- 10 Beam pattern for beam 17

Figure 7-8, 7-9 and 7-10 show the beam pattern for the three neighbouring beams in the UV
coordinates. The horizontal axis is the U coordinate and the vertical axis is the V coordinate. The
area in the small green circles stands for the coverage area for each beam and the blue star is the
centre position of the corresponding beam. These figures show the beam gain on the edge of these
beams are around 64 dBi with small variations. The smaller the variations are the better service a
user can obtain at the beam coverage edge.
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Figure 7- 11 Beam coverage edge gain variations without error vectors

Figure 7-11 shows the gain variations on the evaluation points of the three beams. The horizontal
axis shows the phases along the edge of the coverage area on Figure 7-7, 7-8 and 7-9 and the
vertical axis shows the beam gain variations on the coverage edges. We can see the interception
point for beam 13 is located at 135 degree approximately. The gain at this angle is 64.23 dBi as
shown in Figure 7-11. The interception point for beam 12 and beam 17 are located at 45 and 90
degree, which corresponding to beam gain 64.03dBi and 64.07 dBi, respectively. Therefore, beam
13 has a better beam gain compared to the other two. Users in this interception region can choose
the service from beam 13. This figure also illustrates the maximum gain variations for beams 13,
12 and 17, that are 0.1602 dB, 0.2261 dB and 0.2834 dB to be exact.

7.4 Error Vectors for the Transmitter Network

The previous section shows the gain variations on the beam coverage edges and the service
selection for the three neighbouring beams. However, the amplitude and phase of the signal can be
affected by the manufacturing errors, operating power levels or the material property of the
components. This introduces the need to employ error vectors to each component. Our simulations
are based on scattering parameters. Thus the error vectors are square matrixes with the reflection
coefficients errors on the main diagonal and the transmission coefficients errors off the diagonal.
These error vectors will help us to analyze the tolerance for each component. As the first approach,
we assume the error vector for each component is normal distribution with a certain mean value
and standard deviation. The tricky part is the phase distribution of the reflection coefficients. Since
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it could be any angle between 0 to 2 pi, we assume it is a uniform distribution between 0 to 2 pi.
We can start with some practical data for evaluating the system. The first assumption for the error
vector is that the mean amplitude of the reflection coefficients of the each component is -20dB and
the standard deviation is 2dB, the mean amplitude of the transmission coefficients of each
component is 0 dB and the standard deviation is 0.1dB. The phase distribution of the transmission
coefficients can be treated as a normal distribution with mean value 0 and standard deviation 2
degrees.

7.4.1 Test Methodology

The system tolerance simulations are based on the error vectors for each component as well as the
complete system.

Firstly, we need to choose the criteria for our measurement. A reasonable assumption is that the
gain variations on the beam coverage edge should not exceed 0.5 dB for a single stage test and 1
dB for the system level test. The single stage test means we introduce the error vector to the BFN,
the Butler matrix and the HPAs stage by stage. When the BFN is tested, the rest of the components
such as the Butler matrixes and the HPAs are error free. The system level test means all the
components in the transmitter network are added with error vectors.

Secondly, we can start to test the single stage tolerance based on the gain variation (0.5 dB)
mentioned before. If the error vector causes the gain variation larger than 0.5 dB, we need to stop
increasing errors.

Thirdly, error vector for all the components should be added based on the values obtained from
step 2. If the system works properly under such a condition, we can increase the system tolerance
by adding even larger errors. Otherwise, we need to decrease the error tolerance.

When the phase deviation of the transmission coefficient has been increased to 5 degrees and the
system performance is still acceptable, we can start to increase the amplitude deviation to find its
limit. The reason is that 5 degrees corresponding to 1.1mm in manufacture mismatch length for
transmit centre frequency (2180MHz), according to Equation (7.1). The current manufacture
technology can easily fulfil this requirement.

Lo C PhaseDeviation (7.1)

Je f 360

Here, L stands for the deviation in length, C means the light speed, &, = 2.94 is the dielectric

constant and f is the working frequency.
7.4.2 Simulation Results
Beamforming Network Analysis:

First, let us start with beam forming network analysis. The following values are for the error

vectors. The first assumption is that the mean value for the reflection coefficients is -20 dB

(Sii_errorMean) with 2 dB standard deviation (Sii_errorSTD). The phase distribution for the

reflection coefficients is uniformly distributed between O and 2 pi. The mean value for the

transmission coefficients error is 0 dB with 0.1 dB standard deviation (Sij_errorSTD). The phase
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distribution is a normal distribution with 0 mean and 2 degrees deviation (Sii_errorPhase_STD).
The result is shown in Figure 7-12.
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Figure 7- 12 Beam coverage edge gain variations when Sii errormean= -20dB, Sii errorsto= 2dB and
Sij_errorSTDzO-ldB, Sij_errorPhase_STD= 2 deQrees

Figure 7-12 shows the variations for beam 12, 13, and 17 are 0.4 dB, 0.29 dB and 0.28 dB,
respectively. These results show that the system works properly under the first assumption. Thus,
we can start to increase the errors.

We increase the transmission amplitude deviation to 0.17dB. The result is shown in Figure
7-13.
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Figure 7- 13 Beam coverage edge gain variations when S;;_errormean= -20dB, Sii errorsto= 2dB
and Sij_errorSTDZO-]JdB, Sij_errorPhase_STD: 2 degrees

In this case, the gain variations increased to 0.34 dB, 0.38 dB and 0.42 dB corresponding to beam
12, 13 and 17. The performance is still acceptable. Then we could start to increase the
transmission coefficients phase deviation to 5 degrees. The result is shown in Figure 7-14.
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Figure 7- 14 Beam coverage edge gain variations when S errormean= -20dB, Sii errorsto= 2dB
and Sij_errorSTDzO-]JdB, Sij_errorPhase_STD= S) degrees

Figure 7-14 shows that the gain variations exceed 0.5 dB for beam 17, which means that the 5
degrees phase error is unacceptable. Because the errors are random, more simulations can be
performed to obtain the average results. Table 7-1 shows the simulation results for this error vector
after simulating three independent realizations of the errors.

Table 7- 1
Beam Number/ Error Beam 12 Beam 13 Beam 17
realization
1 0.34 0.38 0.42
2 0.51 0.46 1.12
3 0.45 0.5 0.52
Average 0.43 0.47 0.69

Some values in Table 7-1 are larger than 0.5 dB, and the average variation of beam 17 is still
larger than 0.5 dB. For this reason, we need to back up to 3 degrees phase deviation. The results
are shown in Figure 7-15.
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Figure 7- 15 Beam coverage edge gain variations when S;; errormean= -20dB, Sii errorsto= 2dB
and Sij_errorSTDzO-]JdB, Sij_errorPhase_STD= 3 degrees

The gain variation for beam 17 is just below the system tolerance. Since the error vectors are
random, the average results are more reliable. Table 7-2 shows that the average results are below
0.5 dB and no value in the table is larger than 0.5 dB. Therefore, if the system is to work properly
most of the time (99%), the transmission amplitude deviation should not exceed 0.17 dB; say 0.15
dB deviation could be the system specification. The phase deviation should not exceed 3 degrees.

Table 7- 2
Beam Number/ Error Beam 12 Beam 13 Beam 17
realization
1 04 0.18 0.45
2 0.4 0.17 0.48
3 0.49 0.23 0.42
Average 0.43 0.19 0.45

In summary, for the beamforming network, a component with -20 dB reflection coefficients error
(2 dB deviation), and 0 dB transmission coefficients error (0.15 dB amplitude deviation and 3
degrees deviation) is acceptable.
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Left Hand Butler Matrix Analysis:

-20 dB reflection coefficients with 2 dB standard deviations and 0 dB mean value for transmission
coefficients error with 0.1 dB standard deviations can be the first assumption. The phase
deviations for transmission coefficients are 2 degrees. The result is shown in Figure 7-16.
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Figure 7- 16 Beam coverage edge gain variations when S errormean= -20dB, Sii errorsto= 2dB
and Sij_errorSTDzo-]—dB, Sij_errorPhase_STD= 2 degrees

The gain variations for the three beams keep below 0.5 dB. Then the errors can be increased step
by step. When the transmission coefficients amplitude error increased to 0.67 dB with 5 degrees
phase errors, the gain variation for beam 12 exceeds 0.5dB. The result is shown in Figure 7-17.
Table 7-3 shows the simulation results in three independent realizations. The average results are
below 0.5 dB. Sometimes, however, the gain variations exceed the system tolerance.
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Figure 7- 17 Beam coverage edge gain variations when S;;_errormean= -20dB, Sii errorsto= 2dB
and Sij_errorSTD:0-67dB, Sij_errorPhase_STD: 5 degrees

Table 7- 3
Beam Number/ Error Beam 12 Beam 13 Beam 17
realization
1 0.56 0.42 0.29
2 0.23 0.49 0.37
3 0.47 0.31 0.35
Average 0.42 0.41 0.34

To sum up, the requirements for the left hand butler matrix could be -20 dB reflection coefficients
with 2 dB deviation. The transmission coefficients tolerance could be 0.6 dB in amplitude and 5
degrees in phase.

Power Amplifier Analysis:

The signal is working at lower power level before this stage, but at this stage, the signal will be
amplified and become loss sensitive. The first assumption can be the same as before and the result
is shown in Figure 7-18.
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Figure 7- 18 Beam coverage edge gain variations when S;;_errormean= -20dB, Sii errorsto= 2dB
and Sij_errorSTDZO-ldB, Sij_errorPhase_STD: 2 degrees

Figure 7-18 shows that the gain variations are still far below 0.5dB. When the phase deviation
increased to 5 degrees and the amplitude deviation increased to 0.42 dB, the gain variation of
beam 13 is larger than 0.5dB which is shown in Figure 7-19. Table 7-4 shows that the average
results are below 0.5 dB in this specification. But the gain variations for beam 13 and 17 are larger
than 0.5 dB occasionally.
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Figure 7- 19 Beam coverage edge gain variations when S;; errormean= -20dB, Sii errorsto= 2dB
and Sij_errorSTD=0-42dB, Sij_errorPhase_STD= S) degrees

Table 7- 4
Beam Number/ Error Beam 12 Beam 13 Beam 17
realization
1 0.34 0.54 0.31
2 0.43 0.47 0.36
3 0.34 0.35 0.57
Average 0.37 0.45 0.41

In sum, the transmission coefficients amplitude deviation should be kept below 0.4 dB and the
phase deviation can reach up to 5 degrees.

Right Hand Butler Matrix Analysis:

The first assumption could be the same as before. And the gain variations are below 0.5dB which
is shown in Figure 7-20.
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Figure 7- 20 Beam coverage edge gain variations when S;; errormean= -20dB, Sii errorsto= 2dB
and Sij_errorSTDzo-]—dB, Sij_errorPhase_STD= 2 degrees

When the phase deviation is increased to 5 degrees and the amplitude deviation is increased to
0.42 dB, the gain variation of beam 13 is larger than 0.5dB which is shown in Figure 7-21. The
average results of three realizations are below 0.5 dB as shown in Table 7-5. Sometimes,
however, the gain variations exceed the system tolerance.
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Figure 7- 21 Beam coverage edge gain variations when S;;_errormean= -20dB, Sii errorsto= 2dB
and Sij_errorSTD:0-42dB: Sij_errorPhase_STD: 5 degrees

Table 7- 5
Beam Number/ Error Beam 12 Beam 13 Beam 17
realization
1 0.24 0.24 0.5
2 0.51 0.33 0.13
3 0.48 0.41 0.41
Average 041 0.33 0.35

To sum up, we can see that the beamforming network needs to be well manufactured to fulfil the
specification. The right hand butler matrixes and the power amplifiers should be much more
accurate than the left hand butler matrixes. In consequence, we need to place much more accurate
components at the high power stages.

System Analysis:

The former section shows the requirements for individual components at the transmitter side. Then

what will happen if all the components are adding their own error vectors? The first test case is a

mean value of -20 dB reflection coefficient with 2 dB standard deviation. The transmission

coefficients amplitude error mean value is 0 dB with 0.1 dB standard deviation. The phase error
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for the transmission coefficients is 2 degrees. In this way, all the components in the transmitter
side have the same error vector. The tolerance for the beam gain variation is set to 1dB. The result
is shown in Figure 7-22.
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Figure 7- 22 Beam coverage edge gain variations when S;; errormean= -20dB, Sii errorsto= 2dB
and Sij_errorSTDzo-]—dB, Sij_errorPhase_STD= 2 degrees

Figure 7-22 shows that the gain variations are far below the 1 dB tolerances. Thus, even larger
errors can be added in the system. The system performance starts to deteriorate when the
transmission coefficient amplitude and phase standard deviation are increased to 0.25dB and 5
degrees while the reflection coefficients remain the same. The result is shown in Figure 7-23.
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Figure 7- 23 Beam coverage edge gain variations when S;;_errormean= -20dB, Sii errorsto= 2dB
and Sij_errorSTD:0-25dB: Sij_errorPhase_STD: 5 degrees

The gain variation for beam 13 is larger than 1 dB which is not acceptable. Table 7-6 shows that
some of the gain variations always larger than 1 dB in every simulation. Thus, the system can not
tolerate this level of errors.

Table 7- 6
Beam Number/ Error Beam 12 Beam 13 Beam 17
realization
1 0.25 1.02 0.85
2 1.03 0.59 11
3 1.08 0.61 0.49
Average 0.79 0.74 0.81

All in all, the system specification for all the components could be: the reflection coefficients’

mean value is -20 dB with 2 dB deviations and the transmission coefficients’ amplitude standard

deviation is 0.2dB with 5 degree phase deviation. This is just one suggestion for the components’

specifications. The simulation results of each component show which component is the most error

sensitive. Thus we can choose different combinations for different components with different

specifications. For example, the reflection coefficients requirement could be a normal distribution
65




with mean of -20 dB and 2 dB standard deviation. The transmission coefficients amplitude
standard deviation errors for BFN, left hand Butler matrix, power amplifiers, and right hand butler
matrix can be 0.17 dB, 0.42 dB, 0.25dB and 0.25 dB, respectively. The phase errors for the
transmission coefficients are set to 5 degrees for all the components. The simulation results show
that the system works properly in this combination, which is shown in Figure 7-24.
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Figure 7- 24 Beam coverage edge gain variations for a sample combination

Table 7-7 illustrates the simulation results for three iterations. In most of the time, the system
works properly.

Table 7-7
Beam Number/ Error Beam 12 Beam 13 Beam 17
realization
1 0.55 0.56 0.95
2 0.92 0.39 1.0
3 0.26 0.25 0.76
Average 0.58 0.4 0.903
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7.5 Frequency Reuse (Side Lobe Level Measurement)

A frequency reuse scheme can be used to improve the system capacity and spectral efficiency. The
multibeam mobile satellite communication system is a good candidate to apply this technology.
Despite the advantage, the cells using the same frequency should be placed far enough to avoid
interference problems. Adjacent beams should use different frequencies. This means that the same
frequency is used at least two cells apart from each other. Since the two cells are placed far away
from each other, it will not cause any interference problems.

The frequency reuse technique is accomplished by low side lobe level performance in the beam
pattern. Based on this idea, we are using a 7 frequency reuse scheme, which means that the
neighbouring beams do not use the same frequency. In order to evaluate the interference problems,
we need to check the side lobe levels at the cells with the same frequency. Using beam 1 and beam
14 as an example, Figure 7-25 illustrates the idea of the frequency reuse technique for beam 1 and
beam 14. The inner ‘x’ and ‘o> smaller circles are the coverage area for beam 1 and 14,
respectively. The question is to find the maximum sidelobe level outside the outer big circle for
each beam. That means to find the interference level for the two cells with the same frequency. For
beam No.1, the maximum sidelobe outside the big red circle should not be larger than a certain
threshold, especially the sidelobe level inside the coverage area of beam 14, in order to suppress
the interferences. This is also true for beam 14.
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Figure 7- 25 Frequency reuse for beam 1 and 14

7.5.1 Test Methodology

In the first place, we need to test the sidelobe level of beams 1 and 14 outside the big circle as
shown in Figure 7-25 for the error free case. Then the interference level at the two beams will be
calculated. This will be the reference level. The working frequency is 2180 MHz.

Then, the same test will be carried for beams 1 and 14 with error vectors. Then, the results can be
compared with the reference level in attempt to find the influence of the error vectors to the
sidelobe levels.

7.5.2 Simulation Results

Figure 7-26 shows the simulation results for the error free case. The horizontal axis is the beam
number and the vertical axis is the minimum beam gain at the coverage edge for each beam. The
blue bars show the sidelobe levels and the dark red bars show the gain margins for each beam.
Take the bar on the left as an example, this bar shows that the minimum gain at beam 1’s coverage
edge is 63.6dB and the maximum sidelobe from beam 14 is 42.3 dB. Thus, we can see that the
gain margin is 21.3 dB in this case. Then, reading the right bar, we see the minimum gain at the
beam 14 coverage edge is 64.2dB and the gain margin is 18.6 dB. From this figure, we can see
that the sidelobe for beam 1 is larger than that of beam 14 and its minimum edge gain is lower
than that of beam 14. The reason is that beam 14 is located quite near the focal point of the
reflector and beam 1 is an edge beam. This results in a worse beam shape compared to that of
beam 14.
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Next, we can investigate the influence of the error vectors on the side lobe levels. We will omit the
simulation results for individual components and jump to the case where all the components are
added with error vectors. First, let us see the results from -20 dB reflection coefficients with 2 dB
standard deviations and 0 dB mean value for the transmission coefficients amplitude error with 0.1
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Figure 7- 26 SLL for error free case

dB standard deviations. The transmission coefficients phase error is 2 degrees.
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Figure 7-27 SLL for Sii_errorMean= 'ZOdB, Sii_errorSTD= 2dB and Sij_errorSTD=0.:|.dB,
Sij_errorPhase_STD= 2 degrees

Figure 7-27 shows that the gain margin for beam 1 and beam 14 decreased to 19.3 dB and 17.96
dB, respectively. The error vectors have some negative impacts on the side lobe level performance,
but not too much. As we discussed before, in case of beam coverage edge gain variation
performance, the system could tolerate that the reflection coefficients’ amplitude error mean value
is -20 dB with 2 dB deviations and that the transmission coefficients’ amplitude standard deviation
is 0.2dB with 5 degrees phase errors. We also check the side lobe performance in this case.
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Figure 7-28 SLL for Sii_errorMean= -20dB, Sii_errorSTD= 2dB and Sij_errorSTD=0.2dB,
Sij_errorPhase_STD= 5 degrees

Figure 7-28 shows that the side lobe levels increased a little bit which results in the gain margin
being reduced to 18.9dB and 17.8dB respectively. As the error vectors are random, sometimes we
will obtain even worse results. Normally, the gain margin should be larger than 20 dB. But in our
system, we can see that it is hard to achieve this goal. If we need better results, side lobe
performance optimization of the nominal element excitation coefficients for each beam should be
added.
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8 Conclusions and Future Work

A Matlab model for the mobile satellite communication system has been built and tested. This
model is applied for an array of 42 antenna feeds which can generate 22 beams simultaneously.
The model can easily be extended to an even larger array with more beams. A simple model,
which is used to illustrate the beamforming algorithms, was constructed in Simulink as well.

The onboard transmitter and receiver systems have been modelled. The two separated systems
were combined with diplexers. The LNA performance of the receiver system is quite important
and the efficient utilization of the onboard transmit power is of great interest. The noise
performance of a receiver was calculated and the carrier to noise ratio was obtained. The
tolerances for each component are specified and the isolation level between the receive and
transmit system are defined. In order to avoid the third order inter-modulation interference
problem, more than 100 dB isolation between the transmitter and receiver networks is needed.
During the modelling stage, different design topologies were compared, such as different types of
beamforming networks, different transmitter network design schemes, the layout of the
beamforming network and the HMPA, the choice of Butler matrix and so on.

The gain variations on the beam coverage edge show acceptable results, but the side lobe level
performance can hardly reach the -20 dB requirement. The single stage results show that the
beamforming network is quite sensitive to amplitude and phase errors. Thus this component
should be more accurate than other components. The left hand Butler matrix can accept more error
tolerances due to working at low power levels. But the HPAs and the right hand Butler matrix
need to be more accurate than the left hand Butler matrix.

The future work can be to investigate optimization of the sidelobe performance and the
beamforming network structure. Different error vector distributions can be added in the system as
well. In the model used here, we just assumed that the error vectors are normal distributed. They
could be modelled by other distributions such as the truncated normal distribution or the square
root cosine distribution. By adding these different error vectors, we can compare the system
performance from different angles. In addition, measured data for different components can also
be placed in the model and tested. Here, we only used measured data of the antenna patterns and
the diplexers.
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