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Abstract

In common engineering applications such as fasilibqum reactions, catalysis, adsorption
and evaporation the solution of systems of stiffimary differential equations is of key
importance. In an attempt to solve such systenegjoétions encountered in CFD applications
a standalone software module, Stiff ODE Suite, eagloped and coupled to the commercial
CFD code FLUENT v12.1, Ansys inc. The functionaliiythe hybrid software package was
validated for usage in common engineering appboati

The Stiff ODE Suite software package is based oadaptive time step maximum fifth order
Backwards Differential Formulation. Said algorithmtroduces a validated and versatile stiff
and non-stiff ODE solver potentially outperformiATLABs ODE15s. Functioning as a

standalone module the Stiff ODE Suite is howevest lapplied in a hybrid scheme with
FLUENT v12.1 or other compatible CFD codes. Suchrigycouplings vastly increase the
applicability of otherwise limited CFD codes.

The Stiff ODE Suite was used to with satisfactorycuaacy predict solution pH in
neutralization of hydrochloric acid using a sodiwarbonate solution. The water auto
proteolysis is an extremely fast equilibrium reatiposing a significant challenge to any
chemical reaction engineering solver. The Stiff OBHte also enabled the simulation of
rapid humidification of dry heated air using a wadkeoplet jet in a pipe segment. In this
simulation the Stiff ODE Suite proved capable oumgling fast mass and heat transfer
between phases in multiphase applications.

By introduction of the Stiff ODE Suite the CFD enger is able to use much larger time steps
in transient simulations than the time scale ofdfié system of ODEs governing the solution.
In addition the software module largely extendsdhplicability of FLUENT v12.1 since the
user is no longer limited to what can be descrilidg the graphical user inter phase.
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1. Introduction

1.1 Background

Most phenomena in nature are mathematically godeledifferential equations of some
form. In reaction engineering and catalysis theegowng equations frequently encountered
are autonomous ordinary differential equationshenform presented in equation 1.1.

y=f(y), y(t)=Y, yOR" (1.1)

Numerous systems of ordinary differential equatiddBESs, can be found which are stiff in

nature meaning that the system is governed by Soades of vastly different sizes. To

exemplify the problem formulation assume the eristeof a system of equations on the form
presented in equation 1.2.

y =ky, y(t,) =y, yOR" 1.2)

With y(t,) =1 andt, = Othe solution to equation 1.2 iz =¢e". In figure 1.1 and 1.2 the
solution to equation 1.2 with k=1 and k=5000 resipeby is shown.
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Already at moderate values of k the solution todingple system 1.2 depicts rapid growth. At
k=5000 machine precision is lost and the soluticowg rapidly towards infinity. In naturally
occurring systems such as liquid phase chemicalilegg or fast evaporation sequences it is
not uncommon to encounter k=f@vhich hence introduces numerical issues in mauglli
engineering applications and especially in CFD $atnans.

The commercial CFD software FLUENT v12.1 uses eithgplicit or simple implicit
algorithms when solving stiff systems of ODEs. Usiexplicit algorithms is a time
consuming ordeal whereas the simple implicit attponi has been shown to converge slowly
and inefficiently and with systems of considerastiéfness the simulation has a tendency to
crash altogether.



1.2 Objective and method

The objective of the thesis is to produce a rediablethodology to solving stiff systems of
ODEs in the FLUENT v12.1 framework and then to aaté the applicability of the
methodology in said framework. In order to be pratly useful the methodology needs to
take advantage of the benefits of multi processisgintroduced by modern day cluster
computers. The methodology also needs to be connmadly efficient and problem
adaptable.

The proposed methodology to solving stiff and noiffi-systems of ODEs in the FLUENT
v12.1 framework is the Stiff ODE Suite. This stadldne module is based on a commonly
available solution algorithm and written in the gm@mming language C. By using the
benefits of the FLUENT source code the Stiff ODEt&gan be used in any CFD problem
formulation only limited to what can be describesing ordinary differential equations. The
applicability of the inter software coupling is ted in modelling extremely fast equilibrium
reactions when neutralizing strong hydrochloricdagsing a sodium carbonate solution.
Furthermore the ability to model the previouslyutstesome area of fast transient evaporation
sequences is tested in simulating humidificatiodrgfheated air using a water droplet jet.

1.3 Thesis outline

The thesis is essentially divided into two parts.phrt one fundamental theory needed to
grasp used concepts and notations is outlined ahltigthe problem formulations used to
evaluate the applicability of the Stiff ODE Suitth chapter 2 basic theory behind
Computational Fluid Dynamics is presented alonghwitirbulence modelling and the
Eulerian-Lagrangian approach to multi phase flogthermore the mathematical algorithm
used in the Stiff ODE Suite is outlined. In chap®et the Stiff ODE Suite is evaluated for
simulation of fast equilibrium reactions more sfieally neutralization of hydrochloric acid
using a sodium carbonate solution. Chapter 3.2 reotbe simulation and problem
formulation behind fast evaporation sequences elaapin humidification of dry heated air
using a water droplet jet.

In part two results from performed simulations presented along with a detailed discussion
on interesting phenomena and the performance dbtiffeODE Suite. Specifically chapter 4
presents a short description of characteristic lycap results obtained from the simulations
whereas chapter 5 is dedicated to discussing dssthesults.



PART |

2. Theory

2.1 Eulerian-Lagrangian Particle Tracking

The Eulerian-Lagrangian framework otherwise knoventlae Discrete Particle Model or
Discrete Element Model treats individual partictesclouds of particles as isolated entities
being tracked using the fundamental theory behimiviins” second law of motion. In
essence this means that the entity, cloud or parsidracked by solving equation 2.1.

2
X
mp tz :ZFi = I:drag + I:bouyancy + I:wffman + I:magnus + Faddedma.% + Fhistory‘force + Fpresﬂjre-'-"' (21)
_ 2.2
Farag = pr A‘”f - ‘(uf _up) 22)
(2.3)
I:bouyancy = ng (lop _pf) (2 4)
u,—u,|xao, '
mefmanzlﬁlds lof:uf ( f ‘i)‘ f
w
f (2.5)
Fmagnus—Sdppf( Oxu, - a)pjx(l]f —Up)
2.6)
1 pd, (
F =—m,——(-u
addedmass 2 p,Op dt( f p)
2.7
F : /,1 j ! Q u )dr “0
historyforce f f O d p
0 Duf B (2.8)
Fpr&sure_ p . -9
P

In equation 2.1 only the most commonly applicaloledés are outlined leaving the interested
reader to refer to Crowe et al for additional imf@tion. The Eulerian-Lagrangian framework
is the least simplified theoretical approach to tipbhlhse flows limited only by the applied

turbulence model and the description of applicdblees. In theory it is possible to track

irregularly shaped objects of any material withtiyadifferent sizes flowing in any geometry

modelling, amongst other things, collisions, coedese and droplet breakup. There is
however a trade off between computational accumwy computational time and in the
specific problem formulation in section 3.2 sevesiaiplifications have been made.

In section 3.2 the Eulerian-Lagrangian frameworkusgd tracking computational parcels
(particle clouds) instead of individual particl@is approach can be used assuming

» All particles in a parcel are identical and onlgide in one computational cell
« The volume fraction of particles is small enouglbéoneglected, <10%
» Particles colliding is a very rare event hence ¢@ieglected



Tracking computational parcels is hence a very pawenethod able of economically
predicting exchange of mass, heat and momentumekeatthe carrier phase and the discrete
phase. [1]

2.1.1 Discrete Random Walk

In the Discrete Random Walk approach to modellinbggsid scale turbulent dispersion of
particles the following assumptions are made. Sdbiyrbulence, as in the case of using
DRW in a LES approach, can be regarded as Gauds#tibuted random fluctuations with
an eddy life timer,. It should be noted that the LES approach resotiieslarge scale
turbulent fluctuations leaving only the subgridctivations to be taken into account in the
DRW modelling.

The random velocity fluctuations are calculatedoading to equation 2.9. In the LES
approach to subgrid turbulence the subgrid turtitkaretic energy is calculated according to

Keubgria = O.5(u7j2—Uj2) and hence random subgrid components are genarateg equation
2.9.

— 2ksu ri 29
ui’zc,luizzc % (2.9)

The particle is affected by the additional randamponent calculated in equation 2.9 for the
duration of the smaller of a) the turbulent eddg lime and b) the time it takes for the
particle to transverse the eddy. This is what $&e8ally shown in equation 2.10.

) I L
I, =min| 2C, <" 7 _log| 1- e (2.10)
¢ { TR g( rp‘u'—upiD

In this context k denotes the subgrid eddy length scale resolvedeil ES approachz, is

the particle relaxation time scale, @& the integral time scale constant set by the. Use
interesting feature of equation 2.10 is that FLUBENMES the residence time of a fluid element
in the computational cell as an approximation @& LS subgrid eddy lifetime. [2] A better
approximation would clearly be to model said tinasdut since 80% of the turbulent kinetic
energy is resolved directly in the LES approachgthlegrid approximation in equation 2.10
only accounts for a small part of the particle mmdmovement. Equation 2.10 hence seems
viable.

2.1.2 Transient particle tracking in FLUENT

Internally in FLUENT there are essentially threetinoels of tracking particles in the Eulerian-
Lagrangian framework. The most applicable and conmiynased approach is to transiently
track particles moving through a transiently resdhcarrier phase. There is however the
option to transiently track particles moving thrbug steady state flow field. Furthermore
there is also the option to track particles inemdy state mode moving through a steady state
flow field. This chapter will be devoted to desandp the least simplified method being the
transient approach where time resolved particlegentiorough an unsteady flow field.



Fundamentally the FLUENT iteration sequence in Ehderian-Lagrangian framework is
subdivided into two regimes being a) carrier ph#seations and b) particle updating
sequence. During the particle updating sequencpatteles are tracked individually by time
of birth. This essentially means that when a plaric born at an injection nozzle per say the
particle is given a unique identification numbesuking in particles with a long residence
time having a lower identification number than fherticles with a shorter residence time.
When the particle updating sequence is commenaegarticle with the lowest identification
number will be tracked through the carrier phadeisg equation 2.1 using preferably an
implicit Runge-Kutta or trapezodial formulation Wwita user adaptable particle time step.
Regardless of the user specified time step thécfgawill never move through more than one
cell per particle time step. If the user definedtipke time step is too large FLUENT will
automatically decrease it in order for each partid be updated in every cell along its
trajectory. Once the particle has been trackedffecwnt number of steps the carrier phase
time step is reached and the next particle in texhidentification number is tracked.

In each cell along the trajectory of the parti¢le tracking sequence is temporarily halted and
a set of predefined functions are executed. Ircefféas means that amongst other things inter
phase mass and heat equations can be solved inceth@long the particle trajectory. The
exchange of heat and mass between particles ammather phase are essentially solved in the
same manner as chemical reactions ie FLUENT resdieat and mass transfer rates and
assumes these transfer rates to be constant dimindgime step at hand. This particular
solution method is fast and easily implemented usgiess when dealing with stiff physical
systems. Experience shows that when simulatingeadgtfast evaporation of water droplets
FLUENTS internal models will predict cell tempernas below the condensation temperature
of air.

Another drawback with the internal models in FLUEINarticle tracking framework is the

manner in which the cell properties are updatedhdnvicinity of the injection nozzle the very

same computational cell will witness multiple pelgs passing through during one carrier
phase time step. The first in the sequence ofghestito pass through the cell will correctly
experience prevailing cell conditions in the evapion sequence. The cell properties will
however not be updated until the end of the particdcking sequence leaving particle two to
pass through the cell to experience the exact seoneitions as particle one. This is a
fundamentally erroneous description of the evemtsuwing on a cell level disabling the

transient solution of important properties suclpasicle-cell equilibrium.

Discussing this fundamental problem with the FLUE®BUrce code developers did however
shed some light on the issue. The internal partickeking algorithm was originally
developed for steady state simulation purposes twimc a sense explains the lack of
applicability in transient simulations. It shouldvever be noted that inter phase mass
transfer of species with a lower heat of vapor@atthan water are inherently easier to
model.[2]

2.1.3 Rosin-Rammler particle distribution

A commonly used particle distribution in modellidgoplet sprays is the Rosin-Rammler size
distribution. Equation 2.11 outlines the mass foacbf droplets with diameter greater than
diameterd .



Y, = (5 (2.11)

In equation 2.11d is the particle mean diameter whereass a model specific size
distribution parameter best determined from expenital data. [2]
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2.2 Basic theory of Computational Fluid Dynamics

The following section is not intended to fully covéhe fundamental theory of fluid
mechanics. Instead the intention is to present sheiew of the fundamental concepts behind
Computational Fluid Dynamics. Instead the readerassumed to have an appropriate
academic background in the field or is referredmnaersson et al and Welty et al.

The general transport equation of a scalar, vamtoensor is presented in continuous form in
equation 2.12 and in discretized form in equatidr82

9,y 9 _0 (% 2.12

o i U X, X, (r X, j+S(¢) ( )
op . _ op .

C-[/Edv +CISan¢dA —C-LraindA+Cv[/S¢dV (213)

CV denotes the discretized control volume and &Satiea surrounding said control volume.
Equation 2.12 can be extended into the Navier Staguations by settingy = pUJ;, and
specifying the source ter@(¢) yielding equation 2.14.

Mg H_ 1@ 17
a b, p X pX,

+0, (2.14)

The discretized form of the Navier Stokes equatialasig with the equation of continuity
outlined in equation 2.15 form the basis of any @atational Fluid Dynamics simulation.

P 5(:0Ui)_
5 s 0 (2.15)

J

Setting ¢ =C in equation 2.12 yields the species transport oua2.16 whilst setting
@=pC,T yields the temperature equation 2.17. [3]

£+Ui£=£ D£ +S(C) (2.16)

i X<\

C,T +U, wC,T .0 A PC,T -P i + T, Dy +S(T) (2.17)
i X & X X, X, X,

In the Eulerian-Lagrangian approach to multiphaser fbutlined in section 2.1 the equation
of motion, the species transport equation and tuatn of continuity are augmented with
an additional source term resulting from the imbase transport of momentum and mass
outlined in equation 2.18-2.20.

11



&+Uj£:_1£_li+ S(U Uparticle) (2.18)
a X P P
LyXL.2 (r§j+s(c) (2.19)
Xk x| X

» o)) _

s =S(C) (2.20)

J

Equation 2.18 through 2.20 are valid under the aptiom of negligible particle volume
fraction as imposed by tracking computational pardé]

12



2.3 Turbulence modelling

However theoretically possible the direct numerisalution (DNS) to the Navier Stokes
equations 2.14 resolving mixing down to Kolmogosmale is still practically impossible in
engineering applications. Instead turbulence- doduce models have been mathematically
developed, implemented and tested in order to aser¢he modelling possibilities in CFD.

2.3.1 Reynolds Averaged Navier Stokes equations (RA NS)

Modelling turbulence using Reynolds Averaged Naviaiokes equations implies the

fundamental assumption of averaging pressure atatitye The Reynolds decomposition

reduces the instantaneous variable into a timeageer mean and a fluctuating component
according to equation 2.21 and 2.22. The timescalevtuch the averaging is performed is

deduced from local flow variables.

U, =(U;)+u, (2.21)
P=(P)+p (2.22)

Inserting the Reynolds averaged values into Na@takes equation 2.14 and assuming
incompressible Newtonian flow yields equation 2.23.

5(<Ug+Ui)+(<Ui>+ui)5(<uciszj u) :_%5«2* p)+v52(§g:“i) (2.23)

Rearranging and defining the Reynolds stress temser—p(u,u;) equation 2.23 evolves
into the Reynolds Averaged Navier Stokes equafiBAS\NS) outlines in equation 2.24.

5<;i>+<ui>5$i>:—%;j (<p>5”+y{5g()'>+5g‘>J—p<U.U,>J (2.24)

i i i

The Reynolds stresses represent the average maméotudue to velocity fluctuations and
introduce a viable coupling between the mean vgldigld and the fluctuating component. In
all RANS turbulence models the main closure probkemses in introducing the Reynolds
stresses and hence has to be modelled.

A large portion of the RANS turbulence models prsgab are turbulent viscosity models
relying on the existence of turbulent viscosity.eTprincipal assumption is that of isotropic
turbulence implying that the flow is statisticalipchanged if all positions are shifted by the
same displacement and invariant under rotationthEtmore a major assumption lies within
the Boussinesq approximation outlined in equatio?52 The Boussinesq approximation
essentially states that the Reynolds Stressesrapwntional to the mean velocity gradients
implying and fundamentally assuming that turbulemdmentum flux can be modelled as
diffusion transport due to local mean velocity geads.

13
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y (5<Ui>+5<U,>

2
X & 3

ké'”J (2.25)
J

With the introduction of the turbulent viscositytyanother closure problem arises and closed
differently in various turbulent viscosity modekhll models however use local appropriate
length and velocity scales to calculate the tunmuleiscosity. With the assumptions
introduced in the Boussinesq approximation and wite introduction of the turbulent
viscosity the RANS equation can be extended intaggn 2.26.

> ——+ o !(V+I/T){5<Ui>+5<UJ>J] (2.26)

. 1<
& p & 35 X X, o

In equation 2.26 the turbulent kinetic energy k baen introduced according to equation
2.27.

k =%<uiui>

(2.27)

The Realizable k-epsilon model is a two equatiordehdased on the standard k-epsilon
model with the additional advantage of being mastable for flows including streamline
curvature and rotation. Specifically the Realizablepsilon model augments the Boussinesq
approximation in modelling the Reynolds stresseshasvn in equation 2.28.

oV,
X

J

(uu;) =§k—2vT (2.28)

With the final formulation of the RANS equation 226 three parameters need be modelled
to fully close the Realizable k-epsilon model. Iquation 2.29 through 2.31 turbulent
viscosity, turbulent kinetic energy and turbulenéryy dissipation are modelled. [3]

S

k2
TZC?

7]

B V{a<u.>{a<u.>+5<uj>J
o€

R e s e e

J

2.3.2 Large Eddy Simulation

Turbulent flows are characterized by turbulent eddbn a wide range of length and time
scales. The smallest eddies are responsible fopwssdissipation of turbulent energy on a
length scale below which no turbulence can exisiliffogorov scale). The largest eddies

14



however contain most of the total turbulent eneegyl are typically on a length scale
characterized by the mean flow. In order to fulhdaaccurately describe the turbulent flow
behaviour the entire spectrum of turbulent scakes tb be modelled ie performing a Direct
Numerical Simulation. Time is however finite anddngineering applications it is with the
computational power of today seldom or never fdasto perform exact unsimplified
simulations. Instead a method where the large sdatie directly resolved whereas the eddies
on the smallest of length scales are modelled bas proposed in the Large Eddy Simulation
(LES) framework.

The LES formulation hence has an increased alwipitedictive power compared to RANS
but is still inferior to DNS. Practical experien®m experiments and a large amount of
simulations has shown that momentum, mass and yeraegg mostly transported by large
eddies. Large eddies also tend to be more probleperdient largely affecting the overall
simulation result. Small eddies on the other hamd to be less dependent on geometry, more
isotropic and it has been shown to be easier @ diruniversal turbulence model for small
eddies compared to large ones. All these charatitexifavour the formulation of the LES
turbulence model but it should be firmly noted tha¢ predictive power of LES does not
come for free. A very fine grid has to be usedhat $ame time as a considerable amount of
computational power has to be used in order to Isit@wa sufficient time span as to resolve
reliable flow statistics. This makes LES severaless of magnitude more expensive than
RANS.

The governing equations in LES are obtained berfilg the Navier Stokes equations
effectively filtering out eddies whose scale areallen than either the computational grid or
the filter width. In equation 2.32 the implicittfiition as imposed by the discretization of a
continuous domain is shown. This should be comparigd the filtering operator shown in
equation 2.33-2.34.

- 1 -

P(X) = quo(x ) (2.32)

9(%) = [ @X)G(X, X )oK’ (2.33)

G(%,X) ={1’ X (239
0,X' 0OV

The filtered Navier Stokes equations thereby olethiare along with the continuity equation
outlined in equation 2.35 and 2.36.

o5

2t w=0 (2.35)
O i)+ (g )=2 (5 )-P_ T 2.36
gl )= 5l -2 (239

The stress tensor due to molecular viscosify,and the subgrid scale stress tenspr, are
hence introduced and defined in equation 2.37 aB@l r2spectively.

15
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T, = puu; - U, (2.38)

The subgrid stress tensor as introduced by therifity operation needs closing. In the LES
framework this is done using the Boussinesq appraton resulting in a subgrid stress
tensor formulation as shown in equation 2.39.

ry — % TOj = 2 §ij (2.39)

I}

&, , A,
Sy = ( & d(] (2.40)

Assuming the applicability of the Boussninesq agpnation inherently introduces the
concept of turbulent viscosity used at turbulemigtdé scales below the filtering width. The
LES framework allows for several methods of apprading the turbulent viscosity of which
the perhaps most commonly used is the Smagoringkyrhodel. In the Smagorinsky-Lilly
model the turbulent viscosity is modelled as shawaquation 2.41 through 2.44.

=23 (2.41)
. == (2.42)
Si=y255
L, =min(xd,C.A) (2.43)
A=V}? (2.44)

Ls denoted the mixing length of subgrid scales, the von Karman constant,sGhe
Smagorinsky constant amfl the characteristic cell length. The obvious slwrting of this
model is the existence of the universal Smagorirtskystant which has to be adapted to the
problem at hand which reduces the ab initio predliet power of the Smagorinsky-Lilly
subgrid model. For common engineering applicatibngiever a value of 0.17 has been
suggested and shown to predict isotropic subgriabitence with acceptable accuracy.

There other approaches to modeling the LES sultgrimilence. Two worth mentioning are
the Dynamic Smagorinsky-Lilly Model and the Dynankinetic Energy Subgrid Scale
Model. In the Dynamic Smagorinsky-Lilly Model then&gorinsky constant Js calculated
from the resolved scales of motion. In the DynaKimetic Energy Subgrid Scale Model the
subgrid turbulent kinetic energy is modeled sinflao what is done in the standard k-epsilon
model. The Dynamic Kinetic Energy Subgrid Scale Blod hence a fundamentally more
sound description of the subgrid fluid motion. [2]
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2.4 Boundary conditions

In solving the discretized and closed versionshef Navier Stokes equations as shown in
section 2.3.1 and 2.3.2 boundary conditions araired. The full description of all boundary
conditions used in the simulations would subst#igtiangthen the report whereby only the
most problem specific boundary condition formulatcare shown. The interested reader is
referred either to FLUENT v12.1 manual or any aa#g CFD literature.

2.4.1 A common approach to inlet turbulence

In the best of worlds the boundary is specifiedffam the region of interest hence having a
limited effect on the flow field turbulent propes. In the real world however the geometry is
limited as to reduce the computational cost anccéehe boundary will affect the global
solution within the domain. A manner in which taifazially model turbulence at the inlet has
been proposed using data from experiments and ¢tieatiology is outlined in equations 2.45
through 2.48.

| = ‘LJJ: =0.16Re "V (2.45)
- (2.46)
Kk =§(U|)2
2.47
| =0.07L (2.47)
k3/2
ey K” (2.48)

In this context | denotes the inlet turbulent irsiéynand | the turbulent length scale. It should
however be noted that this methodology is validhigth Reynolds numbers and should
furthermore not be regarded as an exact approaandrely as a rule of thumb. [3]

2.4.2 Particle wall film model in FLUENT

In an attempt to improve the internal particle king models in FLUENT additional
boundary conditions than the sometimes unphysicadais escape, trap and reflect have
lately been proposed. The latest in the field & ittroduction of the FLUENT wall film
model. This model mimics the interaction possiieditas a particle or droplet hits a wall. With
that being said the model was according to FLUENTecteam developers originally
proposed for use in fuel sprays impinging the iesidl a cylinder and should hence be used
with great caution when applied elsewhere. The ggnecommendation is always to
construct a user specified particle boundary caithat mimics the physics in the problem
at hand.

The FLUENT internal wall film model can be sub died into four parts. In the first step the
interaction between the particle and the wall baupds mimicked. In the second part the
particle stuck on the wall is tracked governed ity fvariables being calculated in the third
step. The forth step describes the coupling withghseous phase surrounding the wall film.
In the mathematical description of these stepsva flendamental assumptions have been
made. The wall film is assumed to be thinner th@@ Bicrons resulting in a linear velocity
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profile in the film. Furthermore and most imporigrthe temperature in the film is assumed
to vary slowly resulting in a non stiff evaporatisaquence. This is by far the most limiting
assumption in the wall film model. In addition tteenperature of the film is assumed never to
exceed the boiling temperature. The in depth madiieal formulation of the particle wall
film model is to be found in the FLUENT v12.1 mahaad the specifics is beyond the scope
of this report. The reader should however noteftimelamental assumption of a non stiff
evaporation sequence essentially meaning thatxteznally used time step in FLUENT is
sufficiently small to correctly resolve the masasfer. [2]
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2.5 Stiff ODE Suite mathematical formulation

The system of equations solvable in the Stiff OREeSframework is presented on a general
form in equation 2.49.

y =f(y,t), y(t,)=y, yOR" (2. 49)

However not restricted to autonomous problem foatioihs the Stiff ODE Suite gains

additional numerical precision by assuming timeejmehdency resulting in the code itself
being optimized according to equation 2.50. Not differences in the formulation of the

derivatives. As most conceivable real physicalayst are autonomous this limitation results
in numerical gains with no obvious drawbacks.

y=f(y), Y(to)=Y, YyOR" (2.50)

In order to solve the system of equations in equa®.50 a general algorithm is needed. The
Stiff ODE Solver is based on a variable order Bamkis Differential Formulation (BDF)
similar to the algorithm used in ODE15s in MATLAEquation 2.51 outlines the BDF
formulation.

Ky K,
Zan,iyn—i + hnZﬁn,iYn—i = O (251)
i=0 i=0
hn :tn _tn—l (252)

For stiff systems of equations, which essentialyvhy Stiff ODE Suite was constructed to
begin with, K, =q and K, =0. g denotes the order of the BDF formulation andega

between 1 and 5 depending on system characteristiesich time step the non linear system
of equations outlined in equation 2.53 and 2.54carestructed and solved.

Gly,)=y, ~h.Buof(tnyn) -2, (2.53)
an = Z(an,iyn—i + hnﬂn,iyn—i) (254)

i>0

In solving this system of equations the Stiff ODHit& uses a Newton iteration scheme
outlined in equation 2.55.

M (yn(m+1) - yn(m))+G(yn(m)) = 0 (255)

M=1-1d (2.56)
a

J=— 2.57
5 (2.57)

y=h.B., (2.58)

The algorithm itself, originally proposed by Bille@r, is advanced and regarded as one of the
most versatile solution strategies to stiff systerhsrdinary differential equations available.
The solution methodology is to initially decompotfee integration time [0,T] into non
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equidistant time steps shown in equation 2.52. & ¢ime step equation 2.51 inserted into
2.53 essentially forms an independently solvabégligtor equation shown in 2.59.

k
Y2 =D ViV (2.59)
i=1

Using the approximate solutiop” at timet, as an initial guess in iterating equation 2.55

results in the real intermediate solutign at timet,. With both solutions available a local

truncated error can be constructed and comparedpredefined user specified value. In the
case of too large an error the algorithm will &8st measure if possible increase the order of
the BDF formulation. Secondly it will decrease timernal time step and the solution
procedure is repeated. The interested readerageefto the thorough work of Stabrowski for
a full description of the BDF based algorithm.

Summing up the algorithm the Stiff ODE Suite sugplia versatile solution strategy via
automatically adapted time steps, an economicaitisol methodology via problem specific
BDF order and a most importantly reliable perforsercomparable with or better than
ODE15s. It should be noted that considerable effa$ been put into validating the
functionality of the standalone solver as introadlibg the Stiff ODE Suite. No discrepancies
in the algorithm or code have yet been found. [4]
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2.6 Coupling the Stiff ODE Suite to FLUENT

In the coupling of the Stiff ODE Suite to FLUENTme fundamental assumptions need to be
made. Solving the system of ODEs outlined in figrke as any system of ODES, requires a
dimension over which to integrate. In the caseeattion rates defined in units of [kmofish

the obvious choice of characteristic dimensionneet Since differential equations commonly
encountered in real life are autonomous the siae tan always be specified ag,, = O
whereas the relative final timg,, needs to be accurately specified. In essencartaans
that the parameter of importance Ay after which a solution to the system of ODEs is

required. The existence dfr however raises the question of what said paransetemally
implies.

In a transient simulation the answer is straighttod as the solution progresses with a user
specified or machine calculated time step. Howaversegregated steady state simulation the
concept of time step is undefined. This poses andita as problem formulations where
transients are unimportant are most efficientlwsdlusing a steady state formulation. This is
illustrated in the simulation of fast equilibriureactions where a quasi steady state approach
is developed and used. Theoretically the pressased coupled solver could be used in
steady state simulations. The coupled solver dgtusles an internal time step calculated
using, amongst other parameters, the cell Couramragress towards a final steady state
solution. At steady state the time dependent smiusiatisfiesg"™ = ¢" where n is the time

step at hand. Further details are given in se&itn

With the time step or the lack thereof determinieel actual theory behind the FLUENT —
Stiff ODE Suite coupling can be outlined. Theorafli a control volume in the
computational domain can be regarded as a smalt@m@rtinuous batch reactor governed by
equation 2.60.

f%dv+§p“” @A = {T,0pA + [S,dV (2. 60)
v \Y

Additional information on the terms in the equatmutlined above is to be found in section
2.2. In this case the term of interest is the setgomS,, as it describes generation and decay
of a speciesb due to chemical reactions or any other physicahev

The proposed method behind the Stiff ODE Suiteoth lversatile and stable and uses the

large benefits of linearizing the source term antime step at hand. In figure 2.1 an arbitrary
system reaching equilibrium on a very small timalesds illustrated.
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Figure 2.1 Characteristic behavior of arapidly equilibrated system

As seen in figure 2.1 the equilibrium is reachedaatale of nano seconds. Without using the
Stiff ODE Suite this means that FLUENT needs togpess with a time step of equivalent
size in order to resolve the extremely rapid chamgsurring on this time scale. In addition
experience shows that even at a time step of tlagnitude the solution will tend to be
unstable. Using the Stiff ODE Suite makes it pdssib resolve the source ter§), and the

simulation can hence progress with a time steprohed by the flow instead of the fast
reactions in the system. Characteristically thevftone step is in the vicinity of 1ms rather
than 1ns giving a hint of the computational bessfit using the Stiff ODE Suite.
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3. Evaluation of the Stiff ODE Suite

The Stiff ODE Suite on its own is a powerful toal solving very stiff systems of ordinary
differential equations. This does, however, notidaé the use of the Stiff ODE Suite in
engineering applications. In order to test the fiomality and versatility of the Stiff ODE
Suite — FLUENT coupling two vastly different casesere studied. The first case involved
resolving chemical reaction and mixing betweenrangt acid and a buffering base in a pipe
segment. The extreme reaction rates observed umdligystems involving fast equilibrium
reactions form a very stiff system of ODEs previgusnsolvable using FLUENT. In the
second case fast evaporation of a water dropletgststudied. With water droplet sizes in the
range of micro meters entering heated dry air extreevaporation rates are expected
vouching for a stiff system previously unsolveditransient simulation using FLUENT.

3.1 Fast equilibrium reactions

Fast equilibrium reactions are a common occurrémeeryday chemical engineering being
found in everything from combustion engineering aratalysis to simple liquid phase

reactions such as water auto proteolysis. Thedaainple is an interesting problem as the
equilibrium between oxonium ions and hydroxide i& seemingly instantaneous reaction
with theoretical reaction rate constants reachiagohd conceivable numbers. With this in
mind it is academically appealing to be able toohes something as simple as pH when
neutralizing a strong acid using a buffering base.

3.1.1 Simulation setup

In the quasi-steady state simulation of neutrafjzan strong acid using a buffering base
hydrochloric acid is injected through a nozzle imtdouffering sodium carbonate solution
flowing in a pipe segment outlined in figure 3.JheThydrochloric acid is injected as a 2M
water solution at 0.15 kg/s whereas the sodiumorete, also a 2M water solution, is
injected at the far higher rate of 15.7 kg/s thiotle respective inlets. The mass flow rate of
the sodium carbonate has been adjusted as toasc@iReynolds number of roughly 100 000
in the main bulk. The reactions occurring withire tpipe segment are assumed to be
isothermal setting the simulation temperature 23 he assumption of isothermal reactions
is valid since the reaction rates, as indicatedweh section 3.1.4, are already set to extreme
values removing the necessity of further increasiiegreaction rates with temperature.

23



O —>

«<—— B

Z

3 A

Figure 3.1 Pipe segment used in neutralization of hydrochloric acid using a sodium carbonate solution. In
thefigure A denotesthe acid inlet. B denotesthe sodium carbonate solution inlet. C isthe geometry outlet.

The three dimensional computational domain measi®Esm in length and 0.7m in width
with a pipe diameter of 0.2m. The geometry and nveste constructed using the powerful
tools available in ANSA computer software. The mashll contains 1.8M cells, which is a
sizeable value taking the geometry into accounth w&iconsiderable refinement close to the
pipe centre axis. This refinement enables the sitionl to resolve large species gradients
resulting from large changes in the solution pHeé&t on the simulation resulting from large
intra cell gradients are discussed in detall inisad.1.

In the simulation a quasi steady simulation wagepred over a steady state simulation. This
means that a converged flow field was obtainednsy funning a steady state simulation after
which a few 0.001s time steps were taken in tramtsieode. For illustrative purposes a full
transient simulation was also performed using 49tlne step which is considerably longer
than the time scale of any reactions occurring iwithe system.

3.1.2 Model description

In the case of fast equilibrium reactions in a @isésady simulation a truthful description of
the mixing within the system is of importance te final results. As outlined in section 2.3.1
the Realizable k-epsilon model uses a formulatiomlving the turbulent kinetic energy to
describe convective mixing even though the turbeéemodel by definition does not resolve
the transient turbulent eddies. The simplicity anlustness of this general turbulence model
combined with the fact that the overall simulataam is to prove the applicability of the Stiff
ODE Suite — FLUENT coupling makes the Realizablepkilon model with standard wall
functions the turbulence model of choice. The éfééanixing on the final result is discussed
in detail in section 5.1.

3.1.3 Boundary conditions

Using the k-epsilon model, unlike the LES modehldas a robust method of specifying inlet
turbulent properties using the analogies outlinecgection 2.4.1. At the sodium carbonate
inlet a turbulent intensity of 3.7% and a turbuléemgth scale of 0.014m are specified
whereas the corresponding characteristics at titei@et are 4% and 0.0035m respectively.
The turbulent properties of the inlet are of giegbortance since the very region of interest,
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ie where the strong acid meets the buffering bigssifuated some 10 cm downstream from
the inlet. In order to somewhat reduce the inflgen€ the boundary conditions at the acid
inlet the injector, referring to figure 3.1, hashehollowed out leaving a short distance from
the actual inlet to the region where the hydrodblacid meets the sodium carbonate.

At the outlet a pressure outflow is specified seti@ constant pressure over the entire surface
of the outlet. The boundary condition specifiedhat pipe wall is no slip as imposed by using
standard wall functions.

3.1.4 Reaction kinetics

The reaction kinetics in the hydrochloric acid dison carbonate system is of key importance
since the very aim is to resolve the fast equilibiriin said reactions. The series of reactions
are described as outlined in table 3.1 with theesponding reaction rates shown in table 3.2.

HCI O -~ H,0" +CI~
2H,0 [T% - H,0" +OH"
COZ +H, 0" T3 -~ HCO; +H,0

HCO, +H,0* [T - H,CO, +H,0
Table 3.1 Reaction stoichiometry

r, =k,[HCI] =10”°[HCl]

r, =k,[H,0]* =10°

r, =ks[H;0*][OH "] =10%[H,0"][OH ]

r, =k,[COZ [H,0"] =10°[COZ |[H,0"]
r, =k,[HCO;][H,0] = 469[10°[HCO; ]

r, =k[HCO;][H,0"]1=10°[HCO;][H,O"]
r, =k,[H,CO,][H,0] =210"[H,CO,]
Table 3.2 Reaction rates

The reaction constants have deliberately beenxdetneely large as to construct a very stiff
system of ODEs presenting a considerable challemgey reaction kinetics solver. It should
however be noted that the actual equilibrium bethwbe species is preserved at real values.
Appendix A contains a full derivation of the reactirates proposed in table 3.2. To model
diffusion transport in the reacting solution a cteristic two component diffusion
coefficient of 10° m?/s was set to approximate diffusion of dilute spedn a water solution.
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3.2 Humidifying dry air using a water droplet jet

Spray evaporation is an intriguing phenomenon feetly used in modern day industrial
applications. Common applications include fuel ¢tign into pistons and burners as well as
the simple need of humid air in air conditioningpaptus. In all of these cases the
evaporation sequence of the injected droplets keyaissue since the gas phase fuel is the
reacting phase in the pistons and burners anceicake of humid air the water vapour is the
final goal.

3.2.1 Simulation setup

In the transient simulation of humidification ofydneated air using a water droplet jet a pipe
segment with a water droplet injector was used. gémmetry is shown in figure 3.2. In this
setup dry air heated to 3W s injected in the highlighted section at a vajoof 10 m/s.
Water droplets at 5C are injected as a cone shaped spray at a veloicit90 m/s from the
injection nozzle. The relatively high droplet temmgdare was chosen as to avoid the issue of
droplets being cooled below the freezing point atev — an effect arising from rapid fluid
acceleration discussed in detail in section 5.2sgviiow rates in the system were chosen to
obtain moist air at 15C once all the water droplets had been evaporatédhe system fully
mixed.

O —»

z

>

B

Figure 1.2 Pipe bend used in evaporation simulations. A denotes the droplet injector nozzle. B is the
heated air inlet whereas C shows the pipe segment outlet.

The three dimensional computational domain measureghly 1.8m in length and 1m in
width with the pipe diameter spanning 0.4m. In ortle minimize the chance of spray
particles residing in the same cell a very fine Imas&s constructed consisting mostly of
extruded tetrahedral elements with a consideradfieament along the pipe centre axis. A
characteristic cross section is shown in figure. 3Be mesh grid is stepwise coarsened
towards the pipe wall resulting in a mesh contanmoughly 2 million cells.
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Figure 3.3 Characteristic pipe cross section mesh structure

The particles are injected at a cone angle 8f 26 study the influence of different particle
distributions on the overall performance of the humidification two different Rosin-
Rammler particle distributions were simulated whkdeeping all other parameters constant.
Figure 3.4 depicts the particle distribution in thiferent cases.

0,3
0,25

— Large droplets
0,2 - —— Small droplets
0,15
0,1
0,05
0 T \ \ ]
0,05 0 5 10 15 20

Lm
Figure 3.4 Injected droplet size distributions

The transient simulation was performed using an ENU external time step of 1ms. This is
a very large time step considering what would htavbe used had the Stiff ODE Suite not
been available. Section 2.6 contains the theorynbethne immense computational benefits
using the Stiff ODE Suite in transient simulations.

3.2.2 Model description

In modelling the spray a two way coupled Euleriagtangian approach, described in section
2.1, was adopted. To enable tracking of a largeuamof particles individual droplets of
identical size are lumped together to form a clainich from here on will be referred to as “a
particle”. As described in section 2.1 parcel tragkimposes certain simulation specific
restrictions which have to be taken into accounenvketting up the simulation. In addition
the following reasonable assumptions are made. dfbplets are assumed to be small and
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dispersed enough to neglect droplet break up atigion but large enough for Brownian
motion to be negligible. Furthermore the partides assumed to have zero rotational velocity
setting the Magnus Force to zero. With water diggbeing the dispersed phase and air being

the continuous phase the rat+pe¥ is very small hence the added mass-, historyaesisure

p
force can be neglected. The significant forcesngctin the particles will hence be drag and
buoyancy. Section 2.1 outlines the relevant forces.

The phenomenon of fast evaporation is by definitiess dependent on subgrid mixing
compared to the governing physics of fast equiliirireactions. In the case of a fast reaction
sequence species will react in a wave front whitloyder to realistically describe the system,
has to be resolved. This in turn gives rise tortbed of a very dense computational mesh
resolving even the smallest scales of mixing (Kajorov scale). With a particle cloud by
definition covering the entire computational célétassumption of a cloud average seeing a
local cell average is likely masked by fundameatdumption of the existence of the cloud
itself. However in order to resolve large scalssrant mixing realistically a compressible
LES turbulence model was used to solve the trahsgrations in the fluid. The theory
behind the LES formulation is outlined in sectio8.2. In LES the large scale turbulent
eddies are resolved leaving the small scale tunbwdddies to be modelled. In essence this
means that large eddies resolved in a LES modelnflilence the movement of particles due
mainly to drag. The small scale fluctuations impottfor small scale particle movement
however remain unmodelled. Without any further desion of this small scale movement
particles would seemingly behave predictable iargd scale structured manner. To avoid this
somewhat unphysical behaviour a DRW model is intced as outlined in section 2.1.1. To
put the theory into context the DRW model introdsiaerandom component to the local fluid
velocity artificially modelling the influence of st scale turbulence.

3.2.3 Boundary conditions

In the pipe segment shown in figure 3.2 there isapparent risk of unevaporated particles
impinging the wall. The particle-wall interactioa an interesting topic calling for a master
thesis on its own to be truthfully predicted. Ag @lim of the simulation was to resolve fast
evaporation in the fluid bulk the near wall behaviavas not of primary concern and was
hence modelled using FLUENTS internal wall-film nebdThis model is briefly discussed in

section 2.4.2 and the interested reader is refeiwedection 5.2 for a discussion on the
behaviour of said model.

Using the LES turbulence model affects the manmemwhich boundary conditions are
applicable. Ideally the inflow is situated at aifioa far upstream to the position of interest as
to allow the velocity fluctuations to develop irftdly turbulent flow. In reality however and
especially when the turbulent characteristics o flow is not the main scope of the
simulation the inflow is situated closer to theeinlThere is still the possibility of using a
velocity inlet boundary condition and algebraicaecify random movement at the inlet but
this setting has been shown to be numerically biestaompared to the mass flow inlet
boundary condition. Instead the inlet was set asas flow inlet with a specified mass flow
leaving no room to specify inlet turbulent propesti In order to stabilize the solution and
allow for turbulent flow to develop close to thgection nozzle a time span of 0.7s was
simulated whilst not injecting the water droplet. j€his is an equivalent of five times the
mean residence time of a fluid element in the gggment leaving more than enough time for
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the solution to stabilize and hence create a fulipulent flow downstream of the injection
nozzle.

At the outflow a constant pressure outlet is spettiind any backflow occurring through
outflow turbulence is assumed to consist of drytdéxkair. At the walls in the pipe bend a no
slip boundary condition is specified. In order tollyf resolve the near wall turbulent
generation in LES a much finer mesh grid would htvédave been used. However, as the
turbulent properties are not the main scope osimeilation computational speed is gained by
this slight simplification. As per solving the eggrequation the walls are assumed to be
adiabatic.

3.2.4 Evaporation Kinetics

The physics behind an evaporating particle closdineg in a computational cell is somewhat
complicated. As evaporation of water is an eneyahding endothermic process the system
is largely governed by the availability of heate computational cell. As section 5.2 reveals
the evaporation process is mass transfer limitédrgé droplet sizes. Overall the evaporation
is a parallel process consisting of transport aitHeom the cell bulk fluid to the particle
followed by evaporation of water by diffusion andngection at the particle surface. The
evaporated mass hence results in a reduction ofilé¢lae particle as well a reduction of the
particle diameter. In the odd event of recondensatie heat is added to the particle and the
particle diameter is inherently increased. In theperation sequence the formed water vapour
forms a film surrounding the particles which isrtteansported by forced convection into the
cell bulk. Heat is hence withdrawn from the cellkoio heat the water vapour to the resulting
cell temperature. This is mathematically descrilaeda series of six coupled autonomous
ordinary differential equations shown below.

- hnpart Apart (Tcell _Tpart) - npartrnpartcp,HZO(g) (Tcell _Tpart)

TC = (3.4)
. (majr,cell + mHZO,ce:II )Cp,cell
— hApart (Tcell _Tpart) + r‘npartAH vap (35)
art
P mparth,part
. 2m
dpart = _—Daftz (36)
m...d
part ™ part
rhHZO,cell = npartmpart (37)
600 -43000
C i (L5M00%e M™ —0.2769RT°C,) (3.8)
part (3.9)

m art = k'A‘partlvl (CI _Ccell)

Equation 3.8 is a reformulation of evaporation @oetdensation of water in terms of gas
phase water vapour concentration for which a feltivhtion is available in Appendix B.
Furthermore equation 3.6 is a rewritten expresioithe change in particle diameter coupled
to the actual loss in particle mass. The interestader is yet again referred to Appendix B.

To close the stated system of equations knowledgheoexternal heat and mass transfer

coefficients h and k is needed. These are obtaisad) semi empirical correlations evaluated
at local cell properties using equation 3.10 — 3.13
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Nu = 2+ 0.6Re”?Pr*? (3.10)
Nu A

h= (3.11)
d part

Sh =2+0.6Re"?Sc"? (3.12)

« = 5N Puoar (3.13)
d

part

Additional material data are appended in AppendiicB
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PART I

4. Results

4.1 Fast equilibrium reactions

In the neutralization of a strong hydrochloric asiolution by use of a sodium carbonate
solution a key parameter in validating the strengththe Stiff ODE Suite — FLUENT
coupling is the reliability of pH prediction. pH tetermined by the water auto proteolysis
which by definition is an extremely fast reactioandering this equilibrium reaction
fundamentally difficult to describe using any cheatireaction solver. In figure 4.1 the pH of
the quasi steady state simulation at the pipe meegras calculated using the Stiff ODE Suite

is shown.
ANSYS
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Figure 4.1 Contoursof pH at pipeinlet

w

Figure 4.1 depicts a distinct neutralization wanenf between the strong acid inlet and the
main high pH sodium carbonate solution. In the wakehe acid inlet the pH is lowered
considerably giving rise to the equilibrium fornwati of HCQ'. Due to the buffering
capabilities of the sodium carbonate solution tl@&Cgl ion is favoured in regions of low pH.
The concentration of HCOis shown in figure 4.2. Note that all eight moddlilspecies are
present at prevailing system equilibrium. Howevet important to the main scope of the
simulation the contour plots of said species acduebed from the report.

31



002 ANSYS

(olololelelelelolelelele]

Looo
SEBDBREBRRRISR SRR

O~ LOMNO = == = = IINNN NNIW WL L LWW A A AR ROIIICININ
DD O NB DO 2 LUINBO N B OO = 0 B O OO N WO

[OXOROXONORCRORORONORORON R ORORONOX0]
F R L R YN Y rar LY Y F YT

Figure 4.2 Massfraction of HCO3- at pipeinlet

An interesting measure on the quality of the soluis resulting simulation value of the water
auto proteolysis equilibrium constant which at &qtium is K,=10". In figure 4.3 a 2D
cross section of the only region of erroneouslydmted values of K is shown. It however
goes to show that almost the entire region outlimefigure 4.3 is falsely predicted by less
than a factor 100 with only a few computationalselose to the solid nozzle head being
falsely predicted with simulation values of; ikar from the true value.
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Figure 4.3 Contoursof K, in thevicinity of the acid inlet nozzle. Imstime step

Figure 4.4 and figure 4.5 depict the pH wave frand the reaction rate ofs8" ions
respectively in the region shown in figure 4.3. 3ddigures are most relevant for a further
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discussion on the reason behind the erroneoustiigbeel values of K. A detailed discussion
is to be found in section 5.1. In order to giveoanplete picture of the domain in the vicinity
of the acid inlet nozzle the computational grichiduded in the figures.
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Figure 4.5 H;0" reaction rate [kmol/m?]
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4.2 Humidifying dry air using a water droplet jet

In the transient simulations of air humidificatiamsing a water droplet jet two size
distributions were simulated under otherwise idetphysical conditions. In figure 4.6 and
4.7 the vastly different sequences of events apevshFigure 4.6 depicts the larger droplets
in the spray surviving the harsh conditions in gige bend finally striking the pipe wall
creating a wall film and a mist of reflected drdpleThe patrticles, in figure 4.6 coloured by
temperature, form a cold core in the jet surrountdgdsparsely spaced particles with
temperatures reaching and surpassing the temperatuhe surrounding fluid. Figure 4.6 b
and c reveal the turbulent properties of the fldfeaing the particle movement in the pipe
bend forming a chaotic tip of the jet.
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Figure 4.6 Particles coloured by temperature. Solution at timesa) 0.01sb) 0.04s c) 0.07s
d) Size distribution of injected droplets

In the simulation of the smaller droplets however sequence of events are quite different. It
is again empathized that both simulations are pmed using identical mass flow rates of
water. Figure 4.7 depicts the water jet propagatimpugh the heated air keeping the
temporarily surviving droplets at a low temperatufarthermore no droplets impinge with
the wall but are instead instantaneously evaporatedhey move into a region of higher
temperature. It should be noted that the charatiesiof figure 4.7 b) and c) represent a
simulation steady state prevailing even as the Isitiom progresses past 0.15s and onwards.
Again the tip of the jet is governed by seemindtaatic movement as imposed by the LES
resolved turbulent eddies close to the pipe bend.
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Figure 4.7 Particles coloured by temperature. Solution at timesa) 0.01sb) 0.04s c) 0.07s
d) Sizedistribution of injected droplets

In figure 4.8 the initial flow field used in bothater jet simulations is shown. As proven in
section 2.3.2 the LES framework fundamentally eeslthe resolution of transient turbulent
eddies. Figure 4.8 depicts the formation of sucHie=d at several positions in the pipe
segment with a notable concentration in the wakesea by the separation at the® &@nd.
The droplet injection nozzle itself causes a wakbd formed with induced chaotic behaviour
in the mean flow towards the pipe bend.
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Figure 4.8 Converged L ES velocity field [m/g]. Solution at time 0.7s without the injection of droplets

Figure 4.9 depicts the molar concentration of watgyour in the fluid bulk as produced by
the evaporation in the smaller droplets showngare 4.7 d). The water vapour concentration
is notably high down stream close to the injectiozzle proving that a substantial part of the
total system evaporation takes place immediateljpviing the injection of the droplets.
Injection of the larger droplets, depicted in figut.6 d), results in a similar characteristic
water vapour concentration plot.

ANSYS

OO = T2 NN NN 00O L 2 WL B A IO N
DO = WU N BDVO2BNEOAORONOUIODNSOIW
PRPPPPPPPPRP PP

e-05 Z
e
.18e-

0.00e+00 X

M= = DNRW B B NIOONNDOOO— bttt s ettt

Figure 4.9 Molar concentration of water vapour [kmol/m?. Solution at time 0.15s with droplet size 1-10
micro meter

Figure 4.10 through 4.12 illustrate the fluid buémperature, the wall film height being
formed after the pipe bend and the water vapourcsoierm respectively. These are supplied
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as a basis of further discussion to be found iticge&.2. Notable in figure 4.10 however is
the jet core temperature at certain positions beidgK lower than the temperature of the
initially injected droplets. Most of the jet corevaever pertains the initial droplet temperature
of 325K.
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Figure 4.11 Artificial wall film height [m] Figure 4.12 Water vapour sour ce term [kg/m>s]
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5. Discussion

5.1 Fast equilibrium reactions

In the simulation of neutralization of hydrochloacid using a sodium carbonate solution a
region of inferior predictability was discovereddashown in figure 4.3. The phenomenon
itself was initially assumed to be an artefact stéeng from unconverged simulations but
regardless of any measure to increase convergbrdsdue remained. Instead the intriguing
phenomenon is due to the ratio between system giaamd reaction rate. Examining figure
4.4 in detail reveals that the solution pH variesween -0.3 and 12.1 over a mere 8
computational cells. A characteristic length saal& cells in the region of interest is 0.01m
over which the concentration of:8" ions essentially changes from 2M to OM. With aaloc
effective diffusivity of size ~18-10* m?/s taking both diffusion transport and convective
transport, through mean flow and modelled turbuledtiies, into account the inter cell
transport is characterized by equation 5.1.

n = ADeﬁ 5[H3O+] :Vcilll3 DDerf [H3o+]ce|lg _[H30+]celll - [168,168] krml (51)
(¢ Vel Xeato ~ Xeall1 m’s

In forming equation 5.1 it has been assumed trettmputational cells in the region can be

regarded as perfect cubes with a characteristiomegpecific volume ofl.7[10°m?®. The
calculated size range is not in any way an exactsome but a hint on the inter cell transport
of HzO" ions in the region. Comparing the inter cell tggors to the reaction rate in the region
depicted in figure 4.5 spanning [0.05,43] kmd¥m the Dahmkdhler number
typicaltimeof mixing T rateof reaction

typicaltimefor chemicaleactions rateof mixing
unity. It can be shown that this is the case indhre region outlined in figure 4.4. With a
Dahmkdohler number close to unity, more preciselyrmi in the region of Da<<1 or Da>>1,
the system mixing becomes a key parameter in datergnthe chemical reaction rates and
the assumption of a cell being treated as a sentimmus batch reactor according to section
3.1.5 no longer holds.

turns out to be in the vicinity of

Numerically the issue of falsely predicted valudsKg, stems from the manner in which
FLUENT iterates. In regions of high values of pHte edge of the neutralization wave front
the concentration of 40" will be very small with values essentially in thegion of ~10"
kmol/m® hence giving extremely small reaction rates ofl san. The transport of the;B"
ions to the cell will however be much larger asdpd by equation 5.1. In the iteration
sequence FLUENT will hence compare two quantitieaction rate and inter cell transport, of
vastly different sizes. The result is that a “cagesl” solution is obtained with values of
[H30"] at ~10° kmol/m?® because the reaction source term exemplified bel@pproximately
zero compared to the inter cell transport of ~IbKm’s.

s  =- (iteration concentration - equilibrium concentration) _  10° -107"% _ _10° kmol
HLO" At 0.001 m®s

(5.2)
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Hence K, will be erroneously computed by a factor of 1000.
[OH][H,0°]=10?007° =10 << K, =107

The issue can be resolved in a few different wayst and foremost if the actual resolution
of the computationally intensive wave front is tloé scope of the simulation but instead the
solution pH at a position further downstream theomgous zone can be completely
disregarded. The global mass in the system is miagd and as soon as a fluid element
moves away from the wave front the equilibrium win$tantaneously be corrected. Another
remedy in which the wave front itself can be prasticis to use the measure of [OHIn
regions of high pH and [¥D"] in regions of low pH. Using these measured vatoesalculate
pH will give a less numerically distorted resulthig method does however not resolve the
region where pH is close to 7 where both concantratwill be equally distorted. Instead in
order to fully describe the system the grid ceflesheeds refinement down towards DNS
level. This is fundamentally the only truthful way describe the system mixing including all
relevant stages ie inertial-convective-, viscousveative- and viscous-diffusive mixing.
With the time span available such a simulationowéver hopelessly unpractical.

In a quasi steady state simulation the time stejdcbe decreased towards the characteristic
time of the actual reactions occurring in the syst&€his would, in accordance with equation
5.2, increase the source term hence reducing themcal issues at hand. When using a time
step of 1ns the region of falsely predicted valokK,, is largely reduced. Figure 5.1 depicts
the erroneously predicted region. The charactealyi edged form of the contour in figure
5.1 proves that a further grid refinement at the adet would increase resolution of,KThe
fundamental error of falsely predicted system nuxihowever remains. Using these
extremely short time steps made possible in a cgiaady state simulation is furthermore not
feasible in the transient framework since the readrld simulation time would be
uneconomical at best.
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Figure 2 Contoursof K,,in thevicinity of the acid inlet nozzle. 1Instime step
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Using the pressure based coupled steady stater SoiNUENT however opens up a new

realm of simulation possibilities. In this approdhk solution is internally progressed towards
a steady state using a time step back calculated &mongst other things the local Courant
number. Fundamentally the pressure based coupledrsapproach avoids problems with

main flow changes due to the sudden change in datm@actions possibly encountered when
switching from a steady state to a transient sol#guations 5.3 through 5.9 reveal the
procedure of calculating the local time step. [2]

At = 2CFL[\4aX (5.3)
zAfaceAface
face
AP =max(u,u’ +c',u’ -c') (5.4)
u=vIn (5.5)
u'=u(l-a) (5.6)
c'=\a’u®+U? (5.7)
l_ 2
a= A, (5.8)
2
E%)
p=20 e (5.9)
Pl oC,

5.2 Humidifying dry heated air using a water droplet jet

In simulating the humidification of dry heated asing a water droplet jet several interesting
phenomena were discovered and studied.

When injecting droplets of the size distributiontlimed in figure 4.6 d) particle parcels
containing few but large droplefs 19um) to a great extent survive long enough in the high

temperature domain in order to eventually impirge pipe wall. At the same time almost no
parcels with diametetOum survive past the first section following the irjea nozzle. The

reason fundamentally lies in the evaporation ratelescribed by equation 3.9. Examining
said equation noting thiatd_;, and A, Od?, reveals thatm , Od . . Forming the

part

_ m part

life expectancy of a droplet in the systemp, =—"*and noting thatm_,, 0d>, reveals

part
T 0d_,. . This hence explains the over representationrgélaroplets in the pipe bend. A
droplet of siz0umsimply has a 100 times longer life expectancy tlaamroplet of
size2um . Each particle parcel with droplets in the sizegea>19,m however due to limited
size distribution mass contains less than 10 dtepéach resulting in a slight visual
misrepresentation in figure 4.6. In said figurdobks like a large portion of the droplets
impinge the wall whereas in reality only a smalktmpm of the total droplet mass escapes
evaporation. This is reflected in the extremelynthiall film having been formed in figure
4.11.
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Continuing the discussion regarding mass transten fthe droplets to the surrounding fluid
the formulation in equation 3.6 is empathized. Sajdation states that the change in droplet
diameter is proportional to the transferred magsnuersely proportional to the square of the
droplet diameter. The formulation is hence by dgfin stiff since the rate of change in
droplet diameter rapidly progresses towards infiag the droplet diameter is increased. This
gives rise to the question why the droplet diametethe parameter of choice and not the
droplet mass which would result in a mathematicallych less complex system since there
would be no tendency towards division by zero. €able to answer this question one needs
to realize the manner in which a particle existsIWUENT. From the time the particle parcel
is born at the injection nozzle till it dies duedwaporation it contains a constant number of
droplets. The parameter instead being changed @wydporation is the particle diameter
which will decrease to 1nm at which time the pé#etis considered fully evaporated. Just
before being fully evaporated the droplet mass tilhce be in the vicinity of kg at
which time the evaporation rate is of the same migaleorder. By subtraction the removed
mass might be close enough to the droplet masshbatesulting mass is either positive or
negative ~18%g. This machine precision induced numerical isgives rise to an oscillatory
Stiff ODE Suite solution behaviour which will sidgicantly add to the computational cost.
Instead the much larger parameter droplet diamet@iodelled giving rise to a stiff system of
ODEs easily solvable using the Stiff ODE Suite.

In simulating the droplet jets a sub cooling effeicthe jet core was noticed. This effect stems
from the acceleration of the fluid caused by th@ddransfer of momentum from the injected
particles hence an interesting effect arising fritra two way coupled multiphase system.

M.

Examining the energy equation 2.17 the tem@Tj acts either as a sink or a source
j

depending on if the fluid is accelerated or deedtat. It should be noted that the simulation

was performed using a compressible formulation hef tluid density hence%io IS

J
possible. Running a short trial simulation withreampressible fluid density formulation
removed the temperature effect hence proving tip@tesis. The sub cooling of the jet core
was the main reason why the droplet inlet tempegahad to be chosen arbitrary high ie
325K. By doing so the simulation ran no risk of bygically predicting droplet temperatures
below the freezing point of water in which case ¢éim¢halpy of melting would have to have
been added.

In the evaporation simulations the near wall regposomewhat falsely predicted the reason
for this being the need of a very fine computatiayréd close to the wall in order to resolve

large gradients. The goal of the simulation is heveto resolve bulk evaporation which

renders the near wall fluid region less importdifite savings in terms of computational cost
is however greatly reduced by the reduction of cataonal cells. In all the mesh contains
roughly 2 million cells which, considering the geetnic dimensions of the domain, is a very
fine mesh leaving only the near wall domain unresol

The near wall region using the particle distribntioutlined in figure 4.6 d) is however of
interest to the particle description. As coverethimtheory section the FLUENT internal wall
film model was used however augmented with a sligbtification. In order to avoid the
limited applicability of the FLUENT internal evamion models the Stiff ODE Suite was
used to describe evaporation from the pipe wallsd&ing so droplets can be evaporated at
an arbitrary rapid rate at temperatures far abbeebbiling temperature of water. Figure 4.12
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depicts the source terms of water vapour closéeontall as generated by evaporation. The
wall film model description of the formation and wement of the wall film and the
probability of droplet reflection and wall sepacatiis however kept unaugmented. Using the
Stiff ODE Suite evaporation formulation in the eatinterior domain of the pipe segment
however imposes an error on the description of ersfwn from the wall. Since the Stiff
ODE Suite evaporation formulation, according to amn 3.4 to 3.9, assumes droplet
evaporation the formation of a wall film is neglegtand instead wall particles are treated as
any other particles in the domain. Film evaporatassuming an adiabatic surface is
inherently slower than the evaporation of disperdegplets causing the augmented film
model to somewhat over estimate the mass transiar the wall. Since the large droplets
impinging the wall are already subjects to slowparation the global time frame of the
simulation reduces the effect of the overestimatezporation rate. It should be noted that the
internal FLUENT evaporation model from a wall filwjth the assumptions outlined in the
theory section, is a vastly simplified approachthesd with fuel sprays in vertical cylinders
as originally intended.

Further work needs to be done implementing a gémet film model into FLUENT. The
mathematical description of the formation and moeetof a wall film is beyond the scope
of this discussion but a general basis for furtiverk is hereby presented. By coupling the
Discrete Phase Model with the Volume Of Fluid moie$ theoretically possible to form a
wall film whilst still tracking particles in the did bulk. In this approach the Stiff ODE Suite
is well suited for describing evaporation and corsdgion to/from the VOF modelled wall
film.
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6. Conclusion

Stiff systems of autonomous ordinary differentiaduations, typically on the form
y' =ky k>>1, are a common occurrence in nature being fourfdsinequilibrium reactions,

catalysis, evaporation and incineration. In an naptie to solve stiff systems of ODEs
encountered in CFD applications the software paek8gff ODE Suite was developed,
coupled to FLUENT v12.1 and validated.

The Stiff ODE Suite is based on a variable ordeckBards Differential Formulation
algorithm with adaptive time stepping capabiliti#fie algorithm introduces a versatile stiff
or non-stiff ODE solver with numerical performarcmmparable to MATLABs ODE15s. The
Stiff ODE Suite functions as a standalone modulé @ancoupling it to FLUENT it vastly
increases said software’s applicability. The caupéilso makes use of the benefits introduced
by multi processing — an advantage of great useadern day multi million mesh grids.

The Stiff ODE Suite was used to resolve fast eguidim reactions in FLUENT where
neutralization of hydrochloric acid using a sodicanbonate water solution in a pipe segment
was simulated. In using the Stiff ODE Suite therextely fast water auto proteolysis was
predicted with acceptable accuracy hence enabfiagdsolution of the mixed solution pH.
Furthermore the Stiff ODE Suite enabled the simotaof rapid humidification of dry heated
air using a water droplet jet in a pipe segment.tia simulations two way coupled
momentum, mass and heat transfer was successfaltleltad realistically predicting the
evaporation time of water droplets.

Fundamentally the introduction of the Stiff ODE ®uenables the CFD engineer to use time
steps much larger than the time scale of the sggtem of ODEs needing to be solved. It also
extends the applicability of FLUENT since the ugemno longer limited to the descriptive
capabilities of the graphical user interface. Coditlg imperfect or faulty FLUENT internal
models can be augmented and changed to bettettisaipgoblem formulation at hand.
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APPENDIX A — Determining reaction kinetics

With reference to the reaction rates shown in t8hleand 3.2 the generation and decay of
each component can be expressed as shown in aggAtib through A.8.

% . (A1)
d[Hdgto*] Cp L, =T, =l T =T, (A.2)
% _ (A.3)
d[(;,: 1 - (A.4)
d[';tzo] =2(-r, ) +r, =g +rg—r, (A.5)
AT -, (A.6)
—d[HdCiO;] =1, Iy —rg+r, (A.7)
d[Héfosl -, (A.8)

In all instances of the derivation of the reactiates the fastest step in the equilibrium is set
to k =10% yielding extremely fast equilibrium reactions. Télewer reaction constant is
derived by back calculating from the actual equilitn which results in expressions for all
rate constants according to equation A.9 throud®A.7]

k, =10% (A.9)

T _q- k[H,O"J[OH] (A.10)
r k,[H,O]°

[H,O'][OH ]=K, =10 (A.11)

k, =10%° (A.12)

= KeKu (A.13)
* [H,0f°
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o _,_KJ[COZIH,0T _k, K,

K,, = 469010™
k, =10%°
— k4KA2

k5_|H20|

r,  k[HCO;][H,0] ~ k [H,0]

Yo _y_ kIHCOIIH,0' | kK,

7 k,[H,CO,][H O]
K, =200"

ks =107°

— KA1k6

k, =A%
[H,O]

k;[H0]

(A.13)
(A.14)

(A.15)

(A.16)
(A.17)

(A.18)
(A.19)

(A.20)
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APPENDIX B — Determining evaporation kinetics

Derivation of equation 3.8

Derived from fundamental kinetic gas theory condéins of water in terms of water film
pressure can be expressed according to equaticio B.#. [BB BENGT Reference]

Neong mol

o =P &4

k, OT,™? (B.2)

mol

k, =1434 —— | T =37 B.3

{Pa Dnzs} (B3)
0.27695
ka = 12 (B4)
Tb

Also derived from kinetic gas theory evaporatiomater can be described according to
equation B.5 and B.6 [BB BENGT Reference]

. e
e _ o mp[kﬁlﬂ (B.5)
A m-s
ky 015 mog[k”f'} (B.6)
m-s
E = 430002
mol

Expanding equation B.1 and expressig, in terms of an ideal gas renders equation B.7.

ncond - kaCiRTb[mgl :| (B7)
A m-s

In studying the growth and decay of a particle wagpour film due to evaporation and
condensation equation B.7 is formed. In equatiéhiBhas been assumed that the volume of
the water vapour film is an equivalent of 1% of gaaticle volume. The assumption is in
essence unimportant since the inverse of the padiameter, shown in equation B.8, will

cause @m to grow rapidly causing adding stiffness%%i :
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-43000
% = evaporation — condensation = a,, [1.5 0% ™ -0.2769RTYC, }[ mg)l } (B.8)

m-s
a,. = Apart _ 6 [1}
iim —

V.  dm001 m

film

In terms of kmol/ms equation B.7 is rewritten and the final formudatis produced in
equation B.9.

-43000
% = evaporation — condensation = %) {1.5 10°e ™ -02769RT,"*C J[ kr:e],(;l } (B.9)

Derivation of equation 3.6

The change in diameter of a particle with constiemtsity due to the change in mass is
expressed in equations B.10-B.11.

dm _ d(mljznl;zdd

dt ot 6 2 dt (B.10)
dm
2444,
dd dt
Rl B.11
dt 7d? (811

Additional property data

The following section contains additional matedata entered to augment FLUENT default
values.

The diffusion coefficient of the water vapour aisem was set according to Bolz and Tuve.
In equation B.12 the temperature is specified iivike[6]

Dy,0ar = ~2.77500° +4.47900°°T +1.656107°T> (B.12)
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